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ABSTRACT

Introspection is the practice of 
looking inward and examining our 
ideas, thoughts, and feelings. It in-
volves considering past experiences 
and asking questions about the fu-
ture. 
This thesis reports on a design re-
search inquiry that explores Artifi-
cial Intelligence (AI), combined with 
personal data, as a resource for in-
trospection.
This work investigates how AI might 
offer possibilities for generating al-
ternative perspectives on one’s life 
to support introspection and para-
doxes that this might raise. I describe 
my design-led inquiry, motivate five 

approaches to introspective prac-
tice as opportunities for potential 
Introspective AI interventions, and 
explore them through seven design 
proposals.
Taken together, these proposals 
provoke questions around how in-
trospective AI might be critiqued, 
imagined, and designed. The thesis 
concludes with a reflection on my 
work and the opportunities it sug-
gests for future research and prac-
tice.
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GLOSSARYLIST OF ACRONYMS

Artificial Intellegence

Augmented Reality

Human-Computer Interaction

Machine Learning

Research through Design

User Experience

User Interface

The process of mentally looking inward and 
examining one’s own thoughts, emotions, values, 
desires, and character 

Introspective AI is the use of Artificial Intelligence 
to mediate introspection. It is envisioned as a 
context-aware agent leveraging personal data ac-
counts to create situated introspective prompts.

AI

AR

HCI

ML

RtD

UX

UI

Introspection

Introspective AI
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In parallel to these movements, Artificial Intelligence (AI) has 
increasingly become accessible to design researchers (e.g., 
[35,51,58,73,89,146]). A growing amount of design research proj-
ects speculate on the potential benefits and consequences of 
AI technologies introduced into people’s everyday lives (e.g., 
[80,82,87,88,115,131]. Broadly speaking, AI is the application of 
statistical models and algorithms through computational systems 
to complete specific kinds of tasks by using patterns and infer-
ences that are iteratively developed over time. The ‘learning’ that 
occurs in AI refers to the process of building models of a phenom-
enon in the world through training data. While AI can be charac-
terized in these terms on a basic level, when applied in practice, 
it can take on notably diverse forms, and, in general, how it can 
operate as a design material remain underexplored [12].

There is nascent interest in the creation of commercial prod-
ucts that apply AI to support introspective experiences for mind-
fulness and “conscious self-discovery” (e.g., [1]). This space is 
beginning to be explored through AI-augmented journaling (e.g. 
[149,150]) and dream journaling (e.g., [151]), where AI is used to 
organize and analyze entries. However, nearly all of these ap-
plications focus on leading the process of guided introspection 
(i.e., similar to an audio-book) instead of creating new kinds of 
interactive and evolving resources to support a diverse range of 
introspection experiences. Additionally, nearly all current AI intro-
spection applications and services exclusively draw on the data 
that end users explicitly provide.  This thesis aims to extend this 
design space by considering how aggregations of personal data 
might operate as resources for Introspective AI. 

Collectively, the works reviewed here make clear that peo-
ple’s practices of self-introspection are expanding as personal 
data records increasingly capture our lives and mediate our ac-
tions in the world. A diversity of approaches is needed to help ex-
pand interaction design through new design initiatives that enable 
people to reflect on their life experiences from multiple perspec-
tives [40]. AI offers intriguing possibilities for surfacing, exploring, 
and engaging with patterns in and across personal data records. 
While prior research has explored various ways new technologies 
might mediate experiences of reflection and reminiscence more 
generally, the specific question of how AI might be drawn on as a 
material to design new applications that could support rich intro-
spective experiences remains is underexplored.

The goal of this work is to investigate how AI might offer 
possibilities for generating alternative perspectives on one’s life 
to support introspection and paradoxes that this might raise. To 

Introspection is the practice of mentally looking inward and exam-
ining one’s own thoughts, emotions, values, desires, and character 
[19]. It is a practice where practitioners actively take stock of the 
present by observing and reflecting on their current mental state 
[16]. Importantly, introspective practice is different from simply 
reflecting on or recollecting memories, as practitioners adopt a 
more active approach in assessing key past experiences through 
methods of critical reflection. Introspection is an ongoing process 
of learning about oneself, where one challenges personal cogni-
tive biases and asks questions about what has been achieved and 
what one wants in the future [135]. 

As people extend their self through things, possessions play 
fluid roles in mediating introspective experiences of looking back 
on the past, contemplating the present, and prospectively reflect-
ing on one’s desired future [9,10,71,123]. As interactive technol-
ogies continue to become woven into the fabric of everyday life, 
people’s practices have expanded due in part to their growingly 
diverse archives of personal data [7,25,71,114]. The convergence 
of social, mobile, and cloud computing services have created 
a world in which people’s everyday lives are captured through 
explicit and implicit forms of personal data in a greater scale than 
ever before (e.g., [26,68,97,116,142]). These shifts have led to a 
stream of research exploring the roles that data plays in support-
ing the experiences of reflection and reminiscence within the HCI 
community, yet there is a need for research focusing on the par-
ticular practice of introspection. 

Another trajectory of research in the HCI and design commu-
nities advocates for creating strategies to design for reflective, 
curious, interpretive, and ongoing experiences in people’s every-
day lives (e.g., [44,48,54]). Elsden et al. [40] voiced their aspira-
tion for research that leverages data in ways that are less perfor-
mance-oriented and deviate from tools of rational self-analysis, as 
well as research that embrace the complex relationship we share 
with our data – and systems processing it. These authors make 
a compelling case for inquiring into how alternative representa-
tions of personal data can help people see their life from different 
perspectives and gain self-knowledge through this process over 
time. The emergence of growingly diverse forms of personal digi-
tal records creates new opportunities for people to introspective-
ly engage with their past emotions, behaviours, and experiences 
bound up in them. However, the scale and diversity of personal 
data archives also present challenges in terms of how patterns 
across one’s life history could be represented in forms that would 
offer rich, sustained resources for introspective practice. 1918
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misconceptions prevalent in AI research, reporting on important 
notions to consider for this inquiry. Finally, the last section alludes 
to the possible changes that design might face dealing with more 
agents systems and voices concerns, ideas and projects based 
on More-Than-Human Design practice.

3 — Methodology

Chapter 3 provides an overview of this work’s research objectives 
and research questions meeting those objectives. I describe the 
methodological choices and approaches applied in each of the 
two phases of this project. 

4 — Experiments & Analysis (Preliminary Phase)

Chapter 4 will provide details on my research through design 
process consisting of experiments and hands-on exploration of 
AI systems, introspective activities and the generation of multi-
ple preliminary design concepts. Further, I discuss the analysis 
of these three experimental stages and report on the five themes 
that emerged out of this stage.

5 —Seven Design Proposals (formative Phase)

Chapter 5 depicts the envisioned framing of the introspective AI 
design space. Here I briefly describe my positionality towards the 
creation of the seven services as well as elaborate on the “seeds” 
that inspired me to imagine and craft such a “possible future.” 
Secondly, I provide an in-depth overview of each of the seven de-
sign proposals grounding them in introspection research. 

6 — Discussion, Conclusion, and Future Work

Chapter 6 presents the analysis and reflection of the seven de-
sign proposals and hint at possible implications, design opportuni-
ties and questions to inspire future HCI and design research.

pursue this goal, I conducted two design research phases. In the 
preliminary phase, first-hand experiments and research activities 
were conducted and analyzed, resulting in 5 distinct approaches 
to AI-mediated introspective practice. Secondly, within a primary 
phase, the gained insights informed an extensive design-led pro-
cess, resulting in the creation of 7 speculative design proposals. 

All of these design proposals are centred around two protag-
onists: Alison, a mid-20s professional now living in North America, 
and Alison’s Introspective AI model, which drives the seven de-
sign concept proposals, continually learning from data collected 
from Alison, which is used to generate various kinds of intro-
spective activities. Taken together, our proposals offer a range of 
possibilities and consequences that personal data, shaped by an 
Introspective AI model, might hold for mediating experiences of 
self-introspection. This research makes two contributions. First, it 
advances the HCI community’s understanding of Introspective AI, 
alluding to potential future product and services forms as well as 
where tensions might emerge. This helps broaden and define the 
Introspective AI design space, which can be used as a generative 
resource for future research and practice. Second, it provides a 
case demonstrating how speculative design proposals can pro-
vide insights into current practices and inspire creative respons-
es in the form of new design ideas. This helps support and extend 
HCI’s adoption of speculative methods and approaches to probe 
potential technological futures and raise questions about their 
desirability. 

Next, I offer a brief summary of the subsequent chapters to 
come in my thesis.

1 — Background & Related Work 

Chapter 2 presents and literature review of the relevant segments 
of this research inquiry. First, I will give a general overview of what 
introspection is and how it is different from self-reflection. Sec-
ondly, I will elaborate on the roles personal artifacts, data, and 
archives play in reflecting on our lives and drawing attention to a 
lack of research for introspective practice. Thirdly, I will draw on 
research that calls for alternative and richer forms of presenting 
personal data to create lasting and more effective resources for 
introspection. Fourthly, I elaborate on current research into in-
teractive machine learning explainable AI and showcase current 
commercial products that apply machine learning tools to aid 
self-discovery. Fifthly, an overview of pressing issues, limits and 2
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INTROSPECTION 
& THE SELF

↑  Figure 1
Image by Valery Lemay for ideas.ted.com, 
The right way to be introspective (yes, 
there’s a wrong way)

Introspection has been the subject of wide philosophical discus-
sion and, while many facets of this concept continue to be debat-
ed, there is shared agreement that it is an essential part of the 
human condition (c.f. [18,114,118]). In the psychological sciences, 
introspection is described as the process of explicitly observing 
and reflecting on one’s mental state [15]. Gould’s often-cited defi-
nition characterizes introspection as:

	. An ongoing process of tracking, experiencing, and 
reflecting on one’s own thoughts, mental images, feel-
ings, sensations, and behaviours [49:719]. 

This definition brings attention to introspection’s temporal quali-
ties—it is a continual practice across one’s life that can occur in 
incidental and unstructured ways or that are consciously delib-
erate. Self-introspection is more specific in its focus on self-de-
velopment and discovery through the ongoing process of reflect-
ing on past and present thoughts, emotions, and experiences 
in relation to an, often evolving, vision of one’s ideal future self 
[35,96,130].

Introspection & HCI Research

A limited amount of research in HCI has explored how experienc-
es of momentary pause and contemplation, broadly construed as 
‘introspection,’ might be mediated through people being exposed 
to immersive virtual reality applications [66] or interactive art mu-
seum exhibits [112].

Our work explores the potential and limits of AI in generating 
digital resources to support the practice of self-introspection. We 
contribute insights into where different design qualities can work 
together to potentially support introspective experiences over 
time.
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The proliferation of personal digital data, along with a growing 
interest in the HCI community toward designing for everyday life, 
has led to a stream of work exploring how experiences of self-re-
flection can be mediated by interactive technologies [73]. A key 
body of work has focused on creating new technologies to at-
tach digital data to existing physical objects (e.g., [40,87,94,98]). 
Another growing area of work investigates opportunities for 
re-experiencing personal digital data, such as digital journals [36], 
photos (e.g., [20,90,97,127]), music (e.g., [65,71,91,139]), audio (e.g., 
[32,34,94,98]), social media content (e.g., [88,95]) and geolocative 
data [79,125,136], to support rich experiences of self-reflection.

More generally, a trajectory of research in the HCI and design 
communities have advocated for creating strategies to design re-
flective, curious, interpretive, and ongoing experiences in people’s 
everyday lives (e.g., [41,45,50]). In part building on these works, 
Elsden et al. [37] argue: 

	. There is a critical need for future HCI research to in-
vestigate the design of interactions with personal data 
that expand beyond “an exclusive interest in perfor-
mance, efficiency, and rational [self] analysis. [37:48]. 

These authors make a compelling case for inquiring into how 
alternative representations of personal data can help people see 
their self,  life history, and worldview from different perspectives 
and gain actionable self-knowledge from these experiences. A 
key implication resulting from this work is that interaction design 
must extend its focus toward designing systems that embrace, 
rather than reject, the richness of “the often complex and ambigu-
ous relationships [we have] with our digital records” [37:47].

However, examples of new design proposals that explore the 
value, possibilities, and limits of such new forms of personal data 
and the ^tion are underdeveloped. Our work explicitly connects 
and investigates the potentialities that personal data and AI might 
offer for self-introspection.

PERSONAL DATA,  
HISTORY & ALTERNATIVE 
PERSPECTIVES
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AI and Machine Learning (ML) have increasingly become acces-
sible to HCI and design researchers. Recent work has begun to 
investigate how AI can be better mobilized as a material for de-
signers (e.g., [12,35,51,73,81,109,145]), non-experts (e.g., [20,147]), 
and various other stakeholders (e.g., [58,59]). The ‘learning’ that is 
often core to AI and, especially ML, refers to the iterative process 
of building models of phenomena worldwide. While traditionally 
relying on static labels, training datasets, and statistical models, 
more recent ‘human in the loop’ approaches, such as interactive 
machine learning, have emerged where a model is trained through 
frequent and ongoing end-user interaction [4]. This approach 
enacts a form of ‘machine teaching’ where the end-user corrects 
or confirms an AI model’s predictions [147]. Interactive machine 
learning offers the potential to generate more accurate and effec-
tive models [5,52]. 

However, an AI model's inferences, needs, and workings ‘un-
der the hood’ can be unpredictable and unintelligible for end-us-
ers, posing key barriers to successfully producing improved 
models [42,74].

Explainable & Teachable AI 

In light of these issues, Explainable AI has 
emerged to investigate strategies for making 
models more transparent and offering explana-
tions of algorithmic decision-making process-
es [140]. Although still a nascent research 
area, explainability has shown some promise 
in engendering trust and setting end-user 
expectations through unveiling an AI model’s 
anticipated accuracy in its decision making 
[126,146,147].  Recent developments like Goo-
gle’s web-based Teachable Machine project 
[58] or Microsoft’s Lobe [152] enable end-users 
to create personalized AI models effortlessly. 
For example, using the teachable machine web 
application, end users can train a model to 
differentiate between their personal face ex-
pressions, unique objects, personal audio files 
or voices, as well as particular gestures and 

poses. Within the service, users are able to define several classes 
(e.g. “pensive face,” “nostalgic face,” “happy face”), provide suffi-
cient training data for them (e.g. 200 web-cam images per class) 

EXPLORING AI AS A 
DESIGN MATERIAL

↑  Figure 2
Screenshot of my model created 
with Teachable Machine at: 
teachablemachine.withgoogle.com 2
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port introspective experiences. Smart tracking applications like 
MetriLife [1] claim to aid one’s “conscious self-discovery” empow-

ered by AI. Other apps like the Replika AI chatbot [158] 
produces emphatic conversations, learning from user in-
put so they can “express and witness [themselves].” The 
App leverages more advanced machine learning technol-
ogies, using Google’s openAI API [159] and their state-
of-the-art language prediction model GPT-3. This autore-
gressive language model takes in textual prompts and 
generates cohesive responses, continuously adjusting 
its internal “weights” — or importance scores — to inform 
how signals flow between nodes within its deep neural 
network structure. Since this model constantly evaluates 
its “weights”, it gets more attuned to a specific use over 
time, learning to create more accurate text response. 

The Replika Ai Chatbot encourages this training further by ask-
ing users to provide feedback if responses were relevant or not. 
Other products include AI-augmented journaling (e.g. [149,150]) 
and dream journaling (e.g., [151]), where AI is used to organize 
and analyze user entries, therefore leveraging effective yet feeble 
forms of machine learning.

	. Nearly all of these applications focus on structuring 
and facilitating the process of guided introspection 
(i.e., similar to an audio-book), as opposed to creating 
new kinds of interactive resources to support a range 
of introspective experiences that are more personal-
ized and situated. 

Neither do they include more rich accounts of personal data, other 
than the input that users are providing (f.e. a journal entry every 
other day or images). Conversely, services such as Facebook 
Memories and Apple Memories use AI to curate personal data for 
recollecting past experiences; however, they are not created to 
intentionally prompt introspection or evolve with the user’s sense 
of self over time.

and train the model to detect one of these classes in new source 
material (e.g. video input from the user laughing triggers the “hap-
py face” category.) What used to be an extensive undertaking 
— advanced coding skills, relying on massive data sets and CPU — 
can be done in minutes on a regular laptop. Lowering such entry 
barriers enables users to create personal models attuned to their 
idiosyncratic behaviours and personal data accounts. 
This leap in accessibility and user experience made it possible to 
draw on the method of ‘transfer learning’ [133]. Here knowledge 

attained from another model is lever-
aged and used to solve a new task. 
Hence, end-users are benefiting from 
the heavy lifting that already took 
place in vast, pre-trained models, and 
therefore bypassing the more chal-
lenging parts of the process while 
still profiting from extremely precise 
models [8].

Although the complexity of mod-
els that such models can produce is 
limited, these services and the broad-
er research areas of explainable AI 
and interactive machine learning pro-
voke questions around how one might 
‘collaborate’ with the machine and 
influence models of a user’s percep-

tion of self as it changes over their life. However, currently little is 
known about how such strategies might play a role in facilitating 
the evolving development of a personal introspective AI model via 
its interactions over time.

Introspection & AI

Within recent years, the market for mediation and mindfulness 
apps has grown rapidly. More than 50 million people download-
ed the top 10 mediation apps resulting in combined revenue of 
195 million USD in 2019 [143]. As big as this market, as much the 
variety of services that are offered within, and across applications: 
Guided meditation [153], sleep improvement tracking and exercis-
es [154], timing and nudging of insights [61], lectures [155], relax-
ing music and soundscapes [156], personality analysis [157].
Despite the growing amount of commercially available apps in this 
space, just a handful of services are beginning to apply AI to sup-

↑  Figure 3
A simple visualisation
of transfer learning.

↑  Figure 4
https://replika.ai/

Knowledge

Learning System
Task 1

Learning System
Task 2Dataset 2

Dataset 1
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Issues, Limits & Misconceptions of AI

While the development of more accessible machine learning is 
proceeding, and the variety of AI-aided apps for introspection is 
growing, there is an expanding need to address and discuss the 
varieties of issues, limits and misconceptions prevalent in the 
emerging design space of Artificial Intelligence. In the context 
of this work, I not only want to voice these concerns as a way to 
further draw attention to them but also as a way to sensitize this 
design research process to not further inflame stereotypes or 
unrealistic images of AI.

	. AI is often portrayed in abstract, futuristic or sci-
ence-fiction-inspired images that allude to and “hin-
der the understanding of the technology’s already 
significant societal and environmental impacts [160].”

Misleading metaphors help to depersonalize and commodify the 
way data is captured and leveraged for economic growth (e.g. 
“data exhaust,” “data mining”), and other terms obscure AI as 
something lightweight and immaterial (e.g. “The Cloud,” “Cloud 
Services”) conversely to the massive infrastructures that make up 
AI services [76]. A trajectory of research focuses on demystifying 
this “image” of AI, drawing attention to the material, political and 
social dimensions of Artificial Intelligence [24,25]. 

From the excessive mining that takes place to sustain AI sys-
tems to the labour exploited (e.g. miners or crowd workers) [63,85] 
to the massive energy demands for training and maintenance of AI 
models [65,129], these material dimensions are often invisible, yet 
they bear far-reaching consequences for communities and envi-
ronment [62]. 

The most pressing challenges in light of this research inquiry 
are the ones present in AI's social and political dimensions. A key 
body of work investigates and exposes how data, classifications 
and algorithms reinforce toxic behaviour starting with the critique 
of mass extraction, how data is labelled, notions of bypassing con-
sent and losing context for the means of generalization [13,22,161].

A growing body of work investigates explicitly how racist 
prejudice and misogyny are encoded into training data sets that 
subsequently inform machine learning models [55,113,114,162]. 
Nevertheless, not only by ill-defining categories harm is caused 
but also by not even including instances in the first place (e.g. 
whole communities that are marginalized [2] or excluding gen-
der-neutral terms [67].) 

↑  Figure 5
The Fist Google Image search result for "AI" 
depicts a stereotypical image (Getty Image).

↖  Figure 6
Better images of ai [160], offers a liabrary of images that depict 
AI more representative. Here Alan Warburton depicts the 
quantification of a houseplant. Image by Alan Warburton / © BBC / 
Better Images of AI / Plant / CC-BY 4.0

↓   Figure 7
Crawford and Joler [25] created a extensive map that draws 
attention to a holistic "anatomy of an AI system" exposing the 
physical, social and political dimensions od AI.
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As impactful and unsettling these biases are, the work of Kate 
Crawford suggests that they are “symptoms of a deeper conflic-
tion” and draws attention to a more profound problem of AI: “the 
desire to oversimplify what is stubbornly complex so that it can be 
easily computed, and packaged for the market.” Crawford contin-
ues: 

	. AI systems seek to extract the mutable, private, diver-
gent experiences of our corporal selves, but the result 
is a cartoon sketch that cannot capture the nuances of 
emotional experience in the world. [24:179]

Introspection is a 
highly personal, sen-
sitive practice where 
one opens up about the 
most profound, impact-
ful stories and emo-
tions. When designing 
for the intersection of 
introspection, personal 
data and AI, it is crucial 
to consider that sys-
tems entail these bias-
es. Even if algorithms 
generate believable 

predictions about one's mood, emotional state, or tone of voice, it 
is crucial to consider that this stems from reductionism inherent 
to the AI systems' architecture. On the other hand, this could be 
seen as a unique additional lens that can be leveraged, and devel-
opments within teachable AI might pose opportunities to arrive at 
personalized models that are — at least — less reductive.

For decades AI research communities have debated about 
the limits of Artificial intelligence, in particular, when — or whether 
— Artificial General Intelligence (AGI) or artificial superintelligence 
(ASI) is reached [17:36]. One growing field of AI research is ded-
icated to the “Alignment Problem,” the thorny question of how to 
attune progressively smarter and robust AI systems towards hu-
man norms, values, and aspirations [22]. In his book, Brian Chris-
tian offers an extensive review of research and literature about 
the technical and social problems of alignment. However, in his 
conclusion, he voices the unique opportunities as well: 

	. Transparent and explainable systems trained on the 
real, human world gives us the possibility of transpar-
ency and explanation into things about which we are 
currently in the dark. In seeing a kind of mind at work 

as it digests and reacts 
to the world, we will 
learn something both 
about the world and 
also, perhaps, about 
minds. [22:328]

Collectively, these works help 
to demystify AI’s image and 
expose current issues and 
limitations of the tools that 

progressively change our world and everyday lives. As the surge 
to extract more data from our physical, social and affective worlds 
continues to grow [25], and as intelligent systems gain more agen-
cy tuning into our everyday life behaviours, the challenges this 
poses for design practice also intensifies. The work in this thesis 
aims to take a step toward better understanding, surfacing, and 
exploring such complex challenges at the intersection of AI and 
introspection.

↑  Figure 8
Image by Alan Warburton / © 
BBC / Better Images of AI / 
Virtual Human / CC-BY 4.0

↑  Figure 9
If systems are transparent 
and build in ways readable 
to humans we will learn new 
aspects about the world, even 
though it stems from a place of 
reductionism. https://design.
google/library/ux-ai/

3
5

3
4

B
ackground













 &
 R

elated






 W

ork






↑  Figure 10
Iohanna Nicenboim,  
Affective Things, 2017 [46]  

→  Figure 11
Giaccardi et. al., Things as Co-
Ethnographers, 2016 [46]

↓   Figure 12
Yuxi Liu, Five Machines [163]

Exploring AI as Co-Performer

There is a growing need for HCI research to investigate the possi-
bilities and perils of AI systems entangling with people’s intimate 
everyday practices and environments [51,78]. The emergence of 
smarter and more agentic computational systems unbridled new 
directions within research and design practice. 

Work within the field of Posthumanism and More-Than-Hu-
man Design practise emerged, suggesting to de-center the hu-
man in design practise and take into consideration perspectives 
that were marginalized in predominant design approaches (e.g. 
human-centred design.) In its early definition, the more-than-hu-
man design includes plants, animals, and micro-organisms, [3] 
yet recent works in the HCI communities extend this arsenal of 
non-human actors —and perspectives—to the things of design 
practise materials, processes and tools [33]. In the context of this 
inquiry, I will focus on the work within HCI research that argues for 
a shift in perception toward “technological things,” such as smart 
assistants, recommendation algorithms or wearables [51]. As 
these “technological things” progressively learn from and adapt 
their design based on interactions with us – and with each other 
– they conversely change the fabric of the world by acting on it in 
ways that are not merely determined by “only us” anymore. There-
fore, More-Than-Human Design Practice calls to acknowledge 
this growing agency posed by non-human things as a crucial step 
towards reshaping and extending designing for “preferable fu-
tures” — futures that could be aligned with and arrived at through 
the collaboration with non-human actors.

	. To explore the futures we might face, we need to in-
quire into what a more-than-human world might look 
like, and what happens when technology is not just 
material but participant“ [51:36]

Importantly, More-Than Human Design does not aim to devalue 
the human role by its suggestion to decentralize “human actors” 
within design practice: “Not because humans matter less but 
because it is no longer exclusively humans that act, design, make 
use, change, and thus create new possibilities [51:36].” 

A growing body of work focuses on the speculation with — and 
lived experience accompanied by — “technological things,” em-
bracing their unique agency to learn and re-imagine More-Than-
Human design strategies [50,87–89,137,163]. As this field is still 
emerging, more research is needed that inquiries into alternative 
visions of AI applications and how they could, or should, mediate 
experiences and interactions.
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The role of Speculative Design

Design fiction and related forms of speculative design research 
are gaining purchase as key approaches to surface challeng-
es bound to complex emerging forms of technology, such as AI, 
providing a focused context for participation and debate over their 
future potentialities (e.g., [72,78,106,112,128,136,137]).

The work in this thesis explores 
what AI might hold for creating rich 
introspective resources through 
seven design proposals of different 
kinds of fictional introspective AI 
products. In this, we aim to open 
up a critical dialogue with the HCI 
community as an audience to 
dissect the potential benefits and 
dilemmas that might surface in the 
emergent design space of personal 
data, introspection and machine 
learning.

Autonomous Distributed Energy Systems:
Problematising the Invisible through Design,

Drama and Deliberation
Larissa Pschetz
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Kruakae Pothong
University College London, UK

k.pothong@ucl.ac.uk

Chris Speed
University of Edinburgh, UK
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Figure 1: GigBliss hairdryers: GigBliss Plus (left), Balance (centre), and Auto (right)

ABSTRACT
Technologies such as blockchains, smart contracts and pro-
grammable batteries facilitate emerging models of energy
distribution, trade and consumption, and generate a consid-
erable number of opportunities for energy markets. How-
ever, these developments complicate relationships between
stakeholders, disrupting traditional notions of value, control
and ownership. Discussing these issues with the public is
particularly challenging as energy consumption habits of-
ten obscure the competing values and interests that shape
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stakeholders’ relationships. To make such di�cult discus-
sions more approachable and examine the missing relational
aspect of autonomous energy systems, we combined the
design of speculative hairdryers with performance and de-
liberation. This integrated method of inquiry makes visible
the competing values and interests, eliciting people’s wishes
to negotiate these terms. We argue that the complexity of
mediated energy distribution and its convoluted stakeholder
relationships requires more sophisticated methods of inquiry
to engage people in debates concerning distributed energy
systems.
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Version 1: Single Telescopic 
Lens + Smart Camera. Affixing 
a telescopic lens to a smart 
camera extends the range of 
the sensor field. This likewise 
extends the range of analytics 
features. For example, the 
user may receive a notification 
whenever motion is detected, 
a known or unknown person’s 
face is recognized, or a certain 
activity is detected, such as 
opening a door or a commotion. 
The detection of emotions and 
objects is also possible. 

Version 2: Version 1 + Wide 
Angle Lens. Adding a second 
wide-angle lens provides a 
contextualizing viewpoint.

A distant subject

Subject ContextYOU

The subject’s context

Version 3 : Version 2 + 
Rear-Facing Lens. Adding 
a third camera pointed in 
reverse directs focus back 
on the viewing subject. This 
view invites self-reflection 
and brings the power and 
accountability of the person 
directing the camera into 
the frame. 

Tele-Portal View. Most visual displays are 
rectilinear. The spherical telephoto view 
invites a fresh look and unusual gaze. It 
also reinforces the view of the device as 
a portal into a distant place. A standalone 
display further accentuates an eccentric, 
portal-like perspective.

Sensor Overreach Devices: Smart Cams + Telephoto Lenses
While the resolution of consumer smart home cameras has improved, further 
enhancements could greatly expand the perceptual powers of the smart camera 
gaze. Adding a telephoto lens to a consumer smart home camera not only 
improves the image quality of distant subjects. Optical amplification also extends 
the capabilities of data-analytics features such as motion detection and facial 
recognition. With this extended sensor reach come concerns over social overreach.

+

Eccentric Sensing Device Pattern

Front Wide-Angle View

Telephoto Fish-Eye View

Rear Wide-Angle View

↑  Figure 13
Pschetz et al. - 2019 - Autonomous 
Distributed Energy Systems Problematis 
[112]

↖  Figure 14
James Pierce. 2021. Eccentric Sensing 
Devices [106]

←   Figure 15
Marie Louise Juul Søndergaard. 2018. Your 
smart toilet assistant
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INTRO

This thesis aims to investigate how 
interactive technology could medi-
ate introspective practice in a near 
future by generating seven specula-
tive design proposals. 

My design research process un-
folded over one year and is catego-
rized into two phases. 

Before reviewing the methods 
and approaches in detail, first, I will 
outline the research objectives and 
present my research questions.

4
3

4
2

M
e

t
h

o
d

o
lo

g
y



The research goal of this thesis project is to explore how AI might 
offer possibilities for generating alternative perspectives on one’s 
life to support introspection as well as to surface potential para-
doxes that such specific technological interventions might raise. 
Throughout this process, I adopted a research through design 
process as a way to creatively, imaginatively and critically engage 
with this objective. I aim to visualize key insights, ideas and sce-
narios with design proposals to generatively open up speculation, 
consideration, and critical reflection on the emerging Introspec-
tive AI design space.

Research Questions
I used the following research questions for my research investiga-
tion in order to meet the objectives outlined above.

In what ways can the scale and diversity of 
personal data that a person accumulates in 
their life support introspection practices 
and activities?

What roles might AI play in creating 
introspective resources through surfacing 
known, potentially forgotten, or 
unknown life experiences bound up in 
the massive personal data archives people 
have today?

1

2

What potential benefits, tensions, and 
consequences exist in this emerging 
design space?
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In the first phase of this project, I conducted several research 
activities simultaneously in order to familiarize myself with the 
fields of introspective practise, machine learning and personal 
data. In this phase, I adopted a designer-researcher approach that 
originates with and concerns first-person oriented, design-led 
research in HCI (e.g., [30,32,46,86,93,107]). 

	. This designer-researcher position gives prominence to 
first-hand insights emerging through creative practice 
to ground conceptual ideas through their form and 
presentation—“a process of moving from the particu-
lar, general and universal to the ultimate particular – 
the specific design” [164:33]. 

This approach was chosen as it allowed me to sensitize myself 
with each research topic intimately while distilling possible cor-
relations between machine learning, personal data and contem-
plative practice in light of the research questions.

Designer-researchers often function as a small but multi-dis-
ciplinary team that is reflexively focused on the experimental and 
novel outcomes of the design process. Throughout this research 
inquiry, the research team consisted of three members (myself 
included). William Odom supported me over the whole span of one 
year with his supervision, whereas Sam Barnett joined our team 
later in the primary phase to help refine the design proposals. 
Therefore, it is essential to state that I am referring to the design 
research team if I use the pronoun “We” in the remainder of this 
thesis. Figure 3.1 depicts a timetable of the research phases and a 
log of activity for each team member.

As I was the lead investigator throughout his project, I used 
my personal data, indulged in introspective methods and took the 
lead in designing preliminary concepts. In this preliminary phase, 
William Odom and I met weekly to discuss, capture, and reflect on 
insights emerging across this stage. As part of design-led reflec-
tive research practice, it was crucial to document and annotate 
this process in detail. Emerging insights that closely correspond-
ed to the research questions – and gave rise to early concepts 
– were documented by creating a design workbook [45]. Through 
several iterations of synthesizing, clustering and reflecting on 
the outcomes of this work, five approaches to introspective AI 
emerged that are described in detail in chapter 4.

PRELIMINARY PHASE 
DESIGNER–RESEARCHER 
APPROACH
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PROJECT TIMELINE

Preliminary Phase (6 Months) Primary Phase (6 Months)

Nico Brand  (Lead Investigator)

William Odom  (Supervision)

Sam Barnett  (Support)

Researching Introspection

Researching Machine Learning

Self-Experiments with Data

Early Concepts

Synthesis & Themes

Main Design Ideation

Main Design Work

Refinement

Synthesis
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Secondly, I conducted a primary stage where the generated 
insights from phase one informed the active generation of design 
ideas, leveraging methods of design ideation speculative design 
in order to create seven design proposals. Following several pre-
vious speculative-oriented design research projects, my research 
inquiry aimed to raise questions, concerns, and opportunities 
without arriving at firm conclusions or affirming specific design 
interventions (e.g., [44,104,105,120,165]).

Design Ideation Methods

After gaining knowledge from the first-person design experiments 
in the preliminary research phase, we conducted a generative 
design process that made use of various methods of design 
ideation [66]. Here we started to explore each research question 
separately by sketching out a wide variety of ideas in the form of 
annotated storyboards. Three columns are used to describe a 
process with sketches and, a short descriptive text explains each 
step. To analyze and interpret the results, we created clusters 
with each concept inside their parent themes and prioritized the 
most compelling concepts in regards to our research objectives. 
It is essential to acknowledge that, through this process, the team 
builds on their own experience and expertise in the field of inter-
action design and product development to guide design decisions. 
Years of schooling and professional experience are valid factors 
in ascribing more validity to the conclusions that design practi-
tioners distill throughout their process [166].

Speculative Design Proposals

A design proposal is a document that depicts an early design 
idea in a well-defined form, combining elements of visual design, 
written captions and contextually relevant information. In short, a 
brief yet pointed synthesis of something that could be designed. 

PRIMARY PHASE 
7 DESIGN PROPOSALS

Usually, design proposals can be seen as an intermediary tool in 
a design process as they help to visualize a broad spectrum of 
possibilities, help to generate feedback and ultimately arrive at 
conclusions. However, the value of design proposals lies at times 
exactly in their ambiguity as they communicate ideas without be-
ing too specific; hence they “allow for [their] consideration, discus-
sion, and debate [where] the intended audience or users of design 
proposals are often [other] researchers and designers” [104]. 

In my work, I want to draw on this quality and embrace the 
“finished unfinished” qualities that are inherent to design propos-
als [105:389]. Gaver et al. describe this as managing a balance be-
tween concreteness and openness. In order to spark intuitive and 
situated responses, the reader has to grasp the concept fast, yet 
the idea should be open enough to allow them to extend the idea 
further[44]. Similar strategies apply to the creation of effective 
speculation design. Here, Auger [7] recommends considering five 
crucial factors: 

	. Investigate what could inform the usage  
and adaptation of technology;  

	. Define behaviours;  

	. Consider aesthetics;  

	. Craft interactions; and lastly,  

	. Layout the specific functionalities of 
the proposed design artifacts.

Taken together, these strategies serve towards the vital concept 
of effective speculative design proposals, to build a “‘perceptu-
al bridge’—the means by which designs engage their audience. 
“[7:1]. Ultimately each speculative design proposal should be seen 
as an actuator for debate on the social and ethical implications 
such imagined products and services could, or should, entail.
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This preliminary phase consists of 
an ongoing review of literature on 
self-introspection, first-person 
experiences of practicing intro-
spective methods and applications 
myself, and hands-on explorations of 
different commercially available AI 
systems where I used my own per-
sonal data archives.

Further, in parallel, I engaged in 
early design concept generation 
manifesting emergent insights, 
ideas and thoughts across this ex-
perimental phase.
Through the process of ongoing re-
flection within our research team, a 

set of 5 themes emerged and evolved 
that helped to articulate approaches 
within the emerging design space at 
the intersection of personal data, AI 
and introspection.

Ultimately these five approaches 
informed the major design ideation 
process that follows within the formal 
phase of this research endeavour (de-
scribed in chapter 5). 

Next, I will report on the process 
of conducting several first-hand ex-
plorations clustered into three sec-
tions: 

INTROSPECTIVE EXPLORATIONS,

EXPLORATIONS WITH AI SERVICES

EARLY CONCEPT GENERATION.

.

.

.

INTRO
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Meditation

Meditation and Introspection are approaches that help practi-
tioners turn inward and contemplate deep thoughts and emotions. 
Although there are many familiarities, both practices differ sub-
stantially. The goal of meditation is to notice how sensations in 
one’s body and mind arise and how to let them pass again without 
judgement or catching them for too long —in short, to learn to 
think about nothing. On the other hand, introspection allows and 
encourages one to tap deeper into thoughts and feelings (e.g. that 
a particular event caused) and dissect them actively by taking on 
a multiplicity of angles and lenses —in short, to actively self-exam-
ine and analyze one's actions. As different as both practices are, 
they work together in tandem. Meditation can surface specific 
emotions or scenarios that — even if disregarded in a sitting — can 
be elaborated later on with introspective methods. As meditation 
and introspection work well hand in hand, and my meditation prac-
tice inspired my interest in introspection, I include meditation here 
as part of my explorations.

I practiced Vipassana meditation to observe subtle sensa-
tions in my body without reacting and dwelling in them for too 
long. This is also called “insight” meditation and aims to strength-
en the ability to sense, observe and retire thoughts and associa-
tions.

	. Practicing meditation helped me to find access points 
that I would re-visit in introspective techniques. I felt 
both practices work the best hand in hand as I like the 
analytical and active way of thinking within an intro-
spective practice, yet letting things go and putting a 
stop to deeper analysis is valuable as well.

Meditation Apps

In order to make myself more familiar with the full extent of tech-
nological intervention in the space of practices that focus on 
self-contemplation, I self-tested the top 5 meditation apps on the 
Apple app store and annotated their unique features, the impact 
on my personal practice and what ideas they inspired for subse-
quent stages.

INTROSPECTIVE 
EXPLORATIONS
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Insight Timer
Insight timer [61] lets the user choose different sounds that times 
the meditation, emulating actual mediation bells. The app encour-
ages customization of the notification messages, creating a more 
subtle and mindful reminder. Many free meditation sessions are 
available, and users can subscribe and donate to their favourite 
teacher. The app emphasizes community and enables users to 
socialize and connect through following, instant messages, and 
joining groups.

	. I discovered the subtle nudges to be effective, as it 
seemed more than just a notification.  

	. Personalizing a message entails strong intentions 
and reminds me to be mindful and accountable to my 
practice. 

	. I personally did not like that Insight timer embrac-
es community, as this made the app feel too close to 
social media.

Headspace
Headspace [153] provides an extensive library for structured and 
semi-structured meditation sessions and has the most exten-
sive archive of exercises on the market (e.g. guided exercises for 
topics like study stress, distractions, mindful tech, or learning to 
prioritize). In addition, the app is playfully designed and under-
lines exercises with engaging animations. Overall, Headspace is 
an excellent app to practice meditation and grow and learn about 
mindfulness, meditation and introspection at the same time.

	. I appreciated the app's way to package content into 
digestible pieces, making it easy to dive in and engage 
with the resources.  

	. Headspace's daily feed was something to look forward 
to, and I had the impression the service works actively 
to create quality content. 

	. They had by far the best UI & UX design that helped 
find the right content at the right time. The playful de-
sign language was calming and, in contrast with other 
apps not distracting,

↓  Figure 16
Screenshots of the Insights 
Timer App [61]

↓  Figure 17
Screenshots of the  
Headspace App [153]



Calm
Calm [156] provides a more extensive library of soundscapes 
and music than the other apps, yet fewer guided meditations and 
exercises are available. Calm provides frequent self-check-ins and 
visualizes progress through a dashboard.

	. I liked the variety of soundscapes in calm’s library.  

	. However, the app felt aggressively marketed and not 
applicable if one is not subscribed to the premium 
service. 

	. In addition, the app felt less easy to navigate and, at 
times, crowded with content. 

	. Personally, I missed a wider variety of exercises and 
felt that the app compiles to many features or types of 
content (e.g. music, sounds, sleep stories, movement, 
meditation, personality checks), all to the detriment of 
focus and intentionality.

Waking Up
The waking up app [155] focuses on guided and semi-guided 
meditation sessions and lessons on science, philosophy, and the 
nature of the mind. The app focuses less on media resources like 
calming sounds or workout sessions but provides more content 
about the theory of mindfulness.

	. I like the long-form podcast-style conversations the 
waking up app provides. 

	. I liked the production quality and the vast archive of 
speeches and lessons of renowned philosophers, writ-
ers, teachers, and poets speeches and lessons. 

	. I felt that this app had the strongest intentionality as 
it focuses on education about the landscape of the 
mind while introducing a  variety of meditative prac-
tices.

↓  Figure 18
Screenshots of the
calm App [165]

↓  Figure 19
Screenshots of the 
waking up App [155]
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→  Figure 20
Main feed of the Capture App 
[167]. I used generated images 
as personalised thumbnails for 
each journal entry.

↘  Figure 21
Contextualising 
dream-journal 
entries with labels.

→  Figure 22
Exported dream 
journal entries as 
compiled PDF file.

Meditation Apps: Conclusion
Testing several meditation apps helped me to stay accountable to 
my practice, and I noticed that I was more committed to meditat-
ing each day through the subtle nudges that some apps provided. 
In addition, a lot of the teachings and exercises helped to manifest 
positive change in my daily routines, bit-by-bit.

Journaling Activities

Journaling is a great way to keep track of events in your life, from 
the ordinary to the exceptional. Before this project started, my 
journal practice focused more on dream journaling than daily jour-
nals. I wanted to cultivate a more consistent routine with journal-
ing and searching for new methods for this experimental phase.

Dream Journaling
I usually wrote dream journal entries into a notebook next to my 
bedside table or used a note app on my iPad. Throughout this 
phase, I also tried to journal through a text-to-speech application 
like otter.ai [167]. During my research, I tested three intentionally 
designed applications for dream journaling.

Capture
The capture app [168] stood out for me as it provided a simple 
textbox to write down dreams and a straightforward UI/ UX de-
sign. The app provided several options to attach labels and add 
detail and context to each entry, as well as add photos to under-
line the dream story. In addition, it has an export function that 
compiles all entries by creating a neat summary pdf file.

	. I preferred custom prompts that are based on the 
themes I provided 

	. A wider variety of labels and tags helped me to grasp 
the complex emotions present in dreams 

	. Archiving and attaching layers of context to my 
dreams was great to dissect and delve deeper into my 
nightly visions. Creating this account of dream data 
inspired me to use it as a creative resource rather than 
just for the means of quantification and analysis.

6
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↓  Figure 23
Dashboard of the 
dreamy app [169]

↘  Figure 24
There are only 
5 emotional 
categories that are 
available to track.

→  Figure 27
Dream app 
connects paying 
users to a "Dream 
Expert" via chat. 
When I was using 
it, I believe it was a 
chatbot.

↘  Figure 26
The app finds symbols in 
one's dream, and provides 
suggestions for introspective 
activities.

↓  Figure 25
Dream data is 
exportable as .json 
file.

Dreamy
The dreamy app [169] provides simple journaling options and 
visualizes statistics on a dashboard. The app focuses on tracking 
emotion per dream and tracking those over time; thus, dreamy 
plays into the category of the quantified self and pays less atten-
tion to prompt deeper associations and meaning behind an individ-
ual's dreams.

	. I could only choose between 5 emotional states, 
which was underwhelming and frustrating as dreams 
are layered with emotions while they unfold, thus 
hard to categorize with a one-out-of-five metric. 

	. I personally did not like the more performance-based 
apps that quantify dreaming. Dreamy does not offer 
help or guidance in diving deeper into the multilay-
ered contexts and themes of my dreams.

Dream App
Dream app [151] applies machine learning to create “a unique neu-
ro model, based on 200+ dream books.“ The app took in written 
dream journals and generated an analysis based on automatically 
detected symbols in the text. Dream app connects a user with 
“dream therapists” to chat more in-depth about one's dreams.

	. I preferred to find my own symbols within my jour-
nals. Here, Machine learning helps to find patterns 
based on dream psychology, yet I would prefer a sys-
tem that learns and specializes in personal patterns 
that are not “external”  interpretations. 

	. I didn’t feel dream symbols based on psychology 
helped me to delve deeper into the meaning of my 
dreams; they instead disconnected me from the actual 
contents.



→  Figure 29
The app offers a feed that 
compiles every entry as well as 
motivational quotes.

→  Figure 28
Reflectly [149] prompts daily 
journals. Either by voice-memo, 
written text or answering small 
prompts.

Journaling Apps

Besides dream-journal apps, I tested two apps that focus on daily 
journals, check-ins and the tracking of the emotional state over 
time. Journaling is a common method helping practitioners to 
remind themselves about specific moments and emotional asso-
ciations by recalling daily events in detail. The apps I used both 
applied forms of AI to aid the journaling process in ways that differ 
from the more usual digitalized approach of a bullet journal. 

Reflectly
Reflectly [149] claims to be a “personal mental health companion” 
and offers easy access points and personalized prompts to start 
journaling. The app uses Artificial Intelligence to customize the 
user experience claims to ask better questions over time, yet it 
felt not very personal after testing the app for a while. For exam-
ple, the Daily check-ins ask to rate your current mood based on a 
set of customizable topics and offer an analysis after a few days of 
using the app.

	. Offering a quick access point to contemplate is a strat-
egy that I liked. The app asked intelligent questions, 
and it was fun to “answer” them, yet at the same time, 
the app is too focused on making self-checks and 
journals “easy” and “lightweight.” 

	. I would appreciate it if the app would pay more atten-
tion to the process of writing itself, and support users 
within the textbox (e.g. by offering suggestions and 
education on expressing more complex emotions.)

6
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Replika AI
Replika [158] is an AI chatbot that offers daily prompts, mood-
checks and activities. Once a user “progresses” with the bot, 
credit points are given that can be exchanged for character traits 
or accessories. The chatbot tried to sound empathetic and offer 
advice, yet interacting with it was not supporting more profound 
reflections; instead, it felt distracting. I also wanted to know more 
about what the model knows and its limits and was less interested 
in talking about me! As impressive as the AI behind replika might 
be, I still felt distracted talking to a bot that often seemed to affirm 
everything or wrote back vague statements. Maybe this could 
change over time and nurture the model more, yet the prompts 
Replika asked were not strong enough, therefore, did not add 
much value. Maybe I was also thrown off since it emulates a con-
versation with a friend, and it was uncanny and underfitting. 

	. Portraying my “Replika” as a digital avatar was more 
distracting and made the app feel more uncanny than 
“friendly.” 

	. The AI is powerful, and at times I was surprised how 
pointed questions were, yet the intentionality regard-
ing journaling and mental health felt off since the app 
feels more like playing a game. 

	. Interestingly, the chatbot suggested songs that it also 
showed to other users —as the YouTube comment 
feed beneath the song revealed. While this is expect-
able, it was an odd moment that broke the "immer-
sion" of this app being uniquely attuned to me.

↑  Figure 30
Replika [158] prompted me to 
try a "soothing" exercise.

←  Figure 32
Replika user's are praising the 
apps music suggestion on a 
YouTube comment threat.

↑  Figure 32
Points, which can be earned by 
using the app or by buying them, 
can be redeemed for additional 
character traits.

↑  Figure 31
The avatar can be placed in 
ones home via AR.
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Music Journaling
After testing the more conventional ways to journal, I searched for 
methods that include personal archives as a way to spark reflec-
tion and journaling. Music is deeply connected to emotions, mem-
ories, creativity and personal associations across different stages 
of life [15], thus an ideal catalyst for prompting journaling and 
introspection. During my exploration, I was inspired by the com-
ment sections of Music videos on YouTube, where people share 
their personal stories, emotions, and thoughts connected to these 
songs.

This way of journaling and opening-up based on specific mu-
sic inspired a short exploration where I annotated Spotify songs 
as a journal entry. Spotify offers a curated playlist called “Your 
Summer Rewind” that compiles favourite songs from several Som-
mer’s in one's history, therefore a ripe playlist to reflect on for this 
activity. I simply screenshotted the playlist, listened through it and 
if a song evokes a memory or feeling, I started to write a pdf anno-
tation on the image file. Another experiment was to curate a play-
list myself, only choosing songs from my birth year 1993. The goal 
was to discover and research the time I was born, the sounds that 
dominated this era and left a mark on my taste until today. Since 
then, the playlist has been growing and embodies this contempla-
tive motive reminding me of my journey in subtle ways.

	. Annotating songs with journal entries was a mean-
ingful activity, yet it would be interesting to keep 
revisiting these entries over a greater period of time, 
attaching new context and meaning to each song. 

	. The resulting “log” could be a valuable resource for 
introspection as it captures a more holistic stance on 
emotions, associations and stories attached to this 
one distinct data point.

←  Figure 34
Music journaling experiment.

↓  Figure 35
Curated playlist based on 
birth year.

↘  Figure 33
YouTube comment section 
under songs that show certain 
introspective qualities.



Journaling: Conclusion
Testing several meditation apps helped me to stay accountable to 
my practice, and I noticed that I was more committed to meditat-
ing each day through the subtle nudges that some apps provided. 
In addition, a lot of the teachings and exercises helped to manifest 
positive change in my daily routines, bit-by-bit.

Mapping Exercises

In order to develop a sense of how accounts of meta-data and 
archives could aid my contemplative practice, I started to create 
timelines of my life that correspond to different forms of data.

Mapping personal History through music
I loosely sorted my most listened music from Spotify — and an 
old iTunes archive—on a timeline that reaches back all my life. 
Mapping music spatially enabled me to see specific patterns, for 
example, the rapid accumulation of new genres when I started to 
attend design school or moving into a new city and being intro-
duced to a different niche of music specific to a place. Within this 
map, I discovered many anchor points to introspect more deeply, 
as it confronted the many versions of my past self and where I was 
emotionally at this time. 

	. This exercise helped to look at data and consider and 
notice how character and relationships are constantly 
changing. I also discovered how social music is, as all 
of a sudden, I saw a layer of friendship and influence 
in my music archive.

1997 2003 2007 2010 2014 2016 202020181995

First CD Player Getting into Buying Music, 
Currating iTunes

iMac Well curaated iTunes mediathek 
+ iPod Touch

Began with Design Studium, 
heavy spotify consumtion!!
Slowly opening up to more 

genres.

60ties, 70ties, 80ties +
Folk, singer songwriter

10 Years 14 Years

Reggae i want to be 
special phase, 

conflict with my old 
friendcircle.

Musical and artistic freedom in 
my studies, as im sharing and 

experiencing a lot of new 
influences. Nobody there to 

judge you

Finding more niches that are 
fitting specifically for me. 

Reflecting on life and 
readjusting directions after 

studying.

Isolation in Berlin = 
more digging into 
the music I love. 
Reconnecting to 
hip-hop through 

anime cultue. More 
indie and 

alternative rock.

I want to be a 
gangsta

and rebell

More interest in 
music

and immension ego 
grow

just the sounds 
that i like

17 Years

22 Years 24 Years

4 Years2 Years

→  Figure 36
Mapping personal history 
through music.
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Mapping different senses of Self
Considering and searching for new perspectives and viewpoints is 
a crucial factor in understanding more profound aspects of one’s 
personality. A standard method in self-observation draws on the 
self-discrepancy theory [123], a framework that helps to surface 
and voice the tensions between three different senses of self. The 
ought self describes the self that feels obliqued to do something 
based on others, the ideal self is the version one aspires to be, 
and finally, the actual self that one simply is. I used this framework 
as a recurring self-check to detect and visualize the tensions be-
tween these senses of self. To align this method more with the re-
search objectives, I added the “possessive-self” and “digital-self” 
categories, further emphasizing the role possessions play in 
extending our identity and how we increasingly define ourselves 
through administered digital profiles and algorithms. 

	. It seemed interesting to add both categories and 
examine how tensions between these five senses of 
self play out over time, as I was moving to adjust and 
annotate the template similar to a journal activity.

Mapping different senses of Self
A similar mapping activity I explored was to gather personal and 
inspiring artistic artifacts such as personal drawings, favourite 
paintings, clothes and objects that all encapsulate how my aes-
thetics changed throughout my life. 

	. This approach was inspired by Vision Boarding [18], a 
method used for goal setting and self-improvement, 
yet here I focused on manifesting an authentic assem-
ble of the past, opposed to framing an ideal future.

↓  Figure 37
Personal aesthetics 
over time.

↓  Figure 38
Mapping five senses 
of self over time.
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AI & MACHINE LEARNING 
EXPLORATIONS

This section focuses on self-experiments where I integrated my 
data with machine learning tools to reflect on these experiences 
and consider how they might shape my practice of and orientation 
toward introspection. Drawing on a designer-researcher approach 
aligned with my research questions, I aim to understand better 
how AI could aid in creating resources for contemplative prac-
tice. Key questions guiding this reflexive preliminary stage of my 
research include: What kind of conclusions can I draw from ex-
periencing how my data is processed through different machine 
learning tools and models? What might first-hand insights surface 
as I incorporate AI as an “actor” within my practice of observing 
my life through introspective methods?

Personality Analyses

One of the first experiments explored several prediction models 
that claim to synthesize and extract “Personality Insights” from 
text input data. I tested the IBM Watson API [170] 1 using their per-
sonality insights service to process personal digitalized journal 
entries and examine and reflect on the various outputs. I used IBM 
Watson as it was one of the most widely used APIs in this sector, 
easy to access, and well documented.

When provided with a text file of 3000+ words,  IBM Watson 
Personality Insights claims to return a highly accurate analysis of 
specific personality characteristics based on models grounded in 
behavioural psychology [84]. The service provides analysis output 
in three dimensions. Firstly, the Big Five personality traits [90]: 
Agreeableness, Conscientiousness, Extraversion, Neuroticism 
and Openness. Here a score from 0 to 100 will be assigned for 
each dimension, displaying the models' prediction. For example, 
if the agreeableness score is high, the model predicts a tendency 
to be more compassionate, whereas if the agreeableness score is 
low, it predicts a more analytical and suspicious trait of character). 
Secondly, IBM Watson Personality Insights provides predictions 
around personal Values. For example, the scores indicate how 
much one values traditions, values helping others, or how import-
ant it is to take pleasure in life. Thirdly, the service offers asser-
tions on consumer needs. Here, the system assigns a value on 
how important self-expression might be, how much stability one 

1  IBM announced that they will discontinue their Watson Personality Insights 
service by December, 1 2021. IBM continues some of the features within their 
Natural Language Understanding services. Yet, other Services are providing similar 
API’s: Receptiviti API [171]; Humantic AI [60]; Symanto API [172]. 7776
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might seek in life, or how much one might want to be challenged. 
Again, all predictions are numeric values between 0 to 100 per-
cent. Taken together, this service aims to construct models based 
on psycholinguistic science and promises to provide insights into 
one’s personality and underlying emotions based on the tones of 
our interactions in the online and offline world.

Proccess
The main idea behind this experiment was to observe the impact 
these specific predictions pose on my perception of the self by 
enabling them to “read” my personal journals. Using IBM Watson’s 
API, I send digitalized journal text files and receive a sentiment 
analysis for the whole document, key sentences or word by word. 

Insights

	. Examining the results, I found myself in a dual-fold 
process of critically reflecting on the machine's asser-
tions and questioning my own ability to quantify my 
personality. Indeed this is not surprising as it is highly 
unusual to assign values to something as fluid and 
everchanging as personality, yet I found the notion of 
mentally bargaining with a system fascinating. 

As I did not fill out any personality test, it synthesized a profile that 
seemed mostly accurate, merely based on my speech behaviour. I 
found that this could be quite an exciting resource to contemplate 
on life if one would view these assertions not as fixed, unchange-
able values but rather as prompts to start thinking about the vari-
ous arrays of emotion that might surface. 

This led me to extract key sentences from each journal that 
are highlighted and used as anchor points to prompt more pro-
found questions. In some cases, the chosen sentences felt inco-
herent; in other cases, it was more lucid why a sentence was cho-
sen (e.g. if there was a clear sentiment expressed in a sentence). 
As a part to investigate and imagine what further could be possi-
ble with AI, we leveraged the “Wizard of Oz” method and extended 
the abilities of the machine emulating functionalities in rapid and 
inexpressible ways. One team member handpicked sentences and 
wrote personalized prompts for these key sections to spark mo-
ments of contemplation that are specific and situated. We spec-
ulated that this would be something a system could be trained to 
do, given that it is trained on a vast archive of textual prompts.

↗  Figure 39
Sentiment analysis of journal 
entries, and manually generated  
prompts.

In general, the systems analysis was comprehensible and made 
sense, especially for parts within the text that expressed more 
apparent sentiments. 

	. However, I preferred when the AI selected more am-
biguous key sentences since diving deeper into their 
meaning turned out to be an unexpected and fruitful 
activity for my practice. 

Another insight that emerged was that this additional “external 
lens” could support detecting cognitive biases within my be-
haviour. For example, I discovered a much friendlier tone of voice 
than I recalled from memory. In short:  

	. There is potential to uncover knowledge about one's 
speech pattern approaching it from different and al-
ternative perspectives through AI analysis. 

However, it is vital to remember that this perspective is not ex-
actly “neutral.” Each analysis, assertion and prediction roots from 
a classified “consensus” of labelled speech data. Therefore, we 
wanted to consciously weave it into our project by tying it to the 
specific context of introspection in hopes of sparking critical re-
flection and discussion. 7978
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	. I also found that there might be value in predicting 
character traits based on more arbitrary everyday 
behaviours and subsequently leveraging the output in 
the form of an introspective prompt. 

	. This opposed my experiments with writing journals 
as they are artifacts already imbued with a sense of 
intentionality related to introspective. Using every-
day speech emerged as a fascinating way to uncover 
unexpected patterns.

It aligned well with mindfulness and awareness exercises that 
aimed to push me to be more present throughout the day and 
recognize behaviour like stress, imbalance or angst. I analyzed 
personal everyday speech messages, personal website texts, and 
various social media posts scraped from different times in my life. 
This, in turn, prompted me to investigate temporal aspects of an-
alyzing my online personality, which resulted in different analysis 
outputs and new access points that guided my internal gaze. As I 
searched for input data for the service, I downloaded my personal 
Facebook data with chats reaching back to 2006. Contrasting the 
analysis from back then with a more current one felt like a poten-
tially rich resource to contemplate emotions I experienced in the 
past and the present. This prompted me to consider how such 
kinds of rich temporal connections could be surfaced with the 
support of AI.

↗  Figure 40
Personal website extracted for 
sentiment.

↘  Figure 41
Speech analysis based on 
Facebook data. Here a post 
from 2010 was analysed for 
sentiment.
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Plotting speech mined data

The goal of this next experiment was to understand personal 
speech data and how to apply and re-interpret the use of mining 
human speech. In addition, I was interested in how to generate 
emergent patterns in and across my data that could offer differ-
ent perspectives on my journal entries. I utilized otter.ai [167], a 
speech-to-text application that transformed journals into written 
text. The files were then analyzed with IBM’s Watson Personali-
ty Insights API returning five emotion scores: sadness, joy, fear, 
disgust, anger, and one general sentiment value ranging from -1 
(negative) to +1 (positive). My script post-processed these scores 
as well as the journal sentence snippets and compiled a matrix 
readable for the t-Distributed Stochastic Neighbor Embedding 
(t-SNE) algorithm  [134].

↓  Figure 43
Simple visualisation of 
dimensionality reduction with 
t-SNE.

↘  Figure 42
Sentiment values are returned 
from the IBM API and pre-
proccessed in order to make 
it readable for the t-SNE 
algorithm.

T-SNE is an unsupervised, non-linear technique commonly used to 
explore and visualize high-dimensional data. As the matrix holds 
n-sentences and —at least for now — only six sentiment features, 
this does not count by far as high dimensional data, yet t-SNE 
allows an explorative data visualization since it reduced the six 
features into two dimensions. Both dimensions that t-SNE returns 
are the coordinates for every sentence that has been analyzed 
and dictate where on a canvas the sentence will reside, hence 
plotting the journal snippets based on their sentiment.

After feeding the t-SNE algorithm with this data, I plotted and 
updated each Sentences position on the canvas. TSNE.js allowed 
me to set values for how many steps the model should iterate, fur-
thermore, how strong each neighbour should influence each other 
in the embedding (perplexity).

High Dimensional Space

Low Dimensional Space

X

Y

Sadness: 0.52

Joy: 0.07 Fear: 0.19

Disgust: 0.15Anger: 0.38

t-SNE
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↙  Figure 44
First visualization test using 
t-SNE and p5.js. Every dot 
represents one sentence in a 
journal.

↘  Figure 45
The final prototype allowed for 
more seamless interaction; I 
could zoom in and out of the 
canvas and explore the colour-
coded sentences based on 
sentiment. Then, on hover, the 
sentence appears.

	. Visualizing journal data in this way allowed me to 
track the moments that were recorded over a day and 
then re-visit each session by hovering over sentences 
to see the text, which is colour-coded to indicate the 
highest classification of emotional sentiment for each 
passage. This provoked me to question patterns in 
fluctuations of emotions throughout a day and over 
time. It also prompted me to question the authenticity 
and ‘accuracy’ of our reflections which I was ambiva-
lent about.
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Synthesized Aesthetics

GANs and related forms of ML, commonly referred to as genera-
tive AI, can create new forms based on the data they are fed. For 
example, one could transform text into a ‘representative’ image. 
Alternatively, model the style from a favourite visual artist, musi-
cian, or poet and generate new digital forms from one’s personal 
data. Runway [173] is an ML application explicitly designed for 
creative practitioners to use. It enables users to train, use, and 
host a variety of generative machine learning models and se-
quence or run personal data through them. In light of this research 
endeavour, I asked myself how I might perceive personal artworks 
across a lifetime if viewed through my favourite artists’ styles? 
Would machine-produced imagery offer valuable perspectives for 
exploring themes in one’s diary or subconscious values in dream 
journals? How ‘authentic’ should we treat insights from these ex-
periences? Or, does authenticity matter? 

Leveraging and cross-connecting artistic archives
I scanned and uploaded numerous hand-drawn sketches, draw-
ings and photographs from essential periods in my life and trained 
a styleGAN2 model [174] according to these periods. I then ap-
plied these different models to newer artworks produced, as well 
as older ones from their childhood. 

	. The outcomes of these activities offered unique per-
spectives on each era that provided insights into 
growth and change and evoked a ‘meta-aesthetic’ that 
was visible across the lifetime of works. 

	. It also raised questions about how this model might 
influence other forms of personal data that could gen-
erate new resources for introspection. For example, 
if emotional sentiment analysis was applied to gen-
erative artworks and then used to create a playlist in 
Spotify that best represents its emotional resonance.

Tel Aviv 
🇮🇮🇮🇮

 
age: 24

Kemnat 
🇩🇩🇩🇩

(Home)
age: 8

Vancouver 
🇨🇨🇨🇨

 
age: 26

generated

↑  Figure 46
I was creating styleGAN models 
for several 'eras' in my life.

↙  Figure 47
Digitizing 224 artworks before 
feeding them into a styleGAN 
model.

↘  Figure 48
The outcomes of a model 
trained on sketches drawn 
throughout my first year living in 
Vancouver.
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Synthesizing 890 photos from life aboard
I synthesized an archive of 890 photos from a period in their life 
abroad living in Tel Aviv Israel (where all of the images were tak-
en). All photos were taken over a period of half a year. In this ex-
ploration, I inquired into what it might mean to personalize a model 
on my specific style of taking photos. For example, does it evoke 
reflective moments on your practice or on new scenes, composi-
tions, or textures that it might represent? 

	. This led me to become aware of compositional ten-
dencies—ways of seeing and framing the world –in 
photo-taking that we did not know of previously. 

	. The synthesis and generation of new images from this 
personal dataset starkly evoked the emotional feelings 
and range of associations from living abroad in Tel 
Aviv. It evoked reflections on the emotional overtone 
of ‘being there and on specific experiences associated 
with forms, colours and patterns latent in the dataset 
that emerged in new juxtapositions.

↑  Figure 50
I generated more than 100 images with 
the trained styleGAN2 model. Then, I 
sorted through this collection, searching 
for images that evoked feelings of 
reminiscence and familiarity.

→  Figure 49
Personal Archive of 890 
photos of places, people and 
landscapes from Tel Aviv.

8
8



Music Archive + Artwork journaling
I created an interactive application to synthesize artwork from 
one’s most listened to albums with personal artwork to create 
a new resource for personal reflection. Annotating and adding 
metadata to the images was a journaling activity that connected 
the artwork with a little story and place in time.

	. I liked this prototype's expressive and surprising qual-
ity, as the canvas would always show something new 
based on the connected archives of metadata that are 
always in flux.

↑  Figure 52
My musical listening is tracked, and the 
most recent song's cover art is selected to 
be synthesized with a randomly selected 
personal artwork.

→  Figure 53
An interactive canvas displays randomly 
chosen artworks with their journal 
annotation beneath.

↗  Figure 51
I added metadata to artworks 
on Apple Photos as a journaling 
activity after I finished drawing.

adımız miskindir bizim
Mazhar ve Fuat

BALD!
JPEGMAFIA

Steal
Maribou State, Holly Walker

EARFQUAKE
Tyler, The Creator



↘  Figure 55
My personal music listening 
archive informs how each 
artwork is stylized.

↗  Figure 54
Some of the artworks are 
shown on the canvas, with their 
respective journal annotations 
and timestamps.



As insights from the first-hand experiences emerged across this 
experimental, preliminary phase, I documented them by sketching 
and annotating various design concepts. Elaborating and forming 
these early, often frail, ideas Is a valuable method to keep track of 
thoughts and communicate them within the research team. I tried 
to be as generative as possible and didn’t hold back once an idea 
surfaced, which is a wanted strategy in the early stages of ide-
ation. I generated several sketches by hand and created a tem-
plate that included three columns to write down ideas in a short 
storyboard. A small collection of these sketches and early ideas 
can be on the following spreads.

DESIGN CONCEPT  
GENERATION
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← ↑  Figure 56
Design concept generation focusing on 
creating services that use personal data in 
alternative and explorative ways.
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There is a strong correlation 
between your social media 
consumtion and how many steamed 
buns you’ve ate today.
↳ Value Violation

You said you want to stay in your 
flat, but data indicates you are 
miserable at home. Move out 
immediately!
↳ Emotion Flag

Find out how your personality 
changes over day to day activities, 

across time.

Reflect on impressionistic visual 
scapes, that synthesise your visual 

aesthetics

Reflect on impressionistic auditatve 
landscapes, that synthesise your 

specific sonic landscapes.

AESTHETICS

PRODUCTS PRODUCTS PRODUCTS

META-PROBESMETA-PROBES

PERSONALITY

META-PROBES

PERSONALITYPERSONALITY

META-PROBES

AESTHETICS AESTHETICSAESTHETICS AESTHETICS

Probes that are specificaly designed 
for harvesting and manifesting new 

data about yourself.

Get confronted with your various 
online personas that dwell around in 

cyberspace.

See a visual representation of your 
own cognitive data, extracted from 

your REM sleep cycles.

A model learning when and why you 
feel the most fulfilled in life.

Time flyes, when you enter a flow 
state. This excersise will help you 

keeping track of when and why you 
entered this state of mind.

Investigate in your nostalgic 
characteristics, and learn how to 
harvest this sentimental power.

A Simulator that replicates alternate 
realities, and shows what would have 
happend if you chooosen a different 

path. 

Explore your music in an 
introspective journey taking you on a 

ride to reflect on life and annotate 
deep emotional patterns

//
Affective data fed music algorythms.

Reflecting on specific artifacts, and 
inquire deeper levels of the relation 
between you and your posessions

Take a trip to the multiple aesthetical 
stations of your life. Reflect on what 

gave your pleassure in the past, 
present and maybe future?!

How would a home lab look like, 
designed for inquering your own life?

- Reflection Glasses
- The inner child extractor

- The Self altair
- The sonic reflector (olo boiled 

down)
- The smell station (re-play smells)

- 

What does it look like when machine 
learning gets better into decypher 

our neurological pathways, and 
visualise a landscape of mind.

How REM & non Rem (really subconscious streams would differ)

Every Day 
Personality

Your Visual 
Landscape

Your Sonic 
Landscape

Mind Probes

Confront Your 
Digital self

Dream Streams Purpouse of Life 
Scanner

Time Flyes in 
Flow

Your
Nostalgia

Alternate You 
Simulator

Music Probe Artifact 
Reflection

Aesthetic 
Journey

The 
Home Lab

Microscope for 
the Mind

This Reminds me of my mattress in 
eindhoven, it was really dirty!

You say you want to go out 
drinking, but you really want to 
have a relaxed evening, and get up 
early for a hike. (82.39%)

INVESTIGATE TRUEFALSE

↳ Value #38
↳ Value #12

Is that a right assumption Peter?

You say you want to go out 
drinking, but you really want to 
have a relaxed evening, and get up 
early for a hike. (93,15%)

+11%

“I need to stop drinking beer, it 
really doesnt give me much!”

“I really want to get out more, and 
explore the world.”

↳ Value #12

↳ Value #38

AFTER NEW YEARS

AFTER 12 HOURS NETFLIX

SEE ALL VALUES

Alignment lab

data object

Name: Location/ 

CONCEPT

Sketch Description

As more and more data gets tracked, systems 
cann prompt you through correalations the 
interfer between data points. In this case music 
data gets matched with location history to 
actively askes you what you felt while you 
where listening to a song on a specifc location.

Sad

Disgusted 

Nostalgic

Flow

Discusted

Nostalgic
10%

100%

87%

10%

100%

Try to describe what was going on 
inside of you, listening to Slowdive 
that day on the train in Vancouver?

Doe’s it differ from the time you 
listened to Souvlaki 3 times in a 
Row at 3am, in Tel Aviv?

← ↑  Figure 56
Design concept generation focusing on 
creating services that use personal data in 
alternative and explorative ways.



Applying the reflexive designer-re-
searcher approach, the results of 
these experiments were annotat-
ed and reflected upon to distill five 
distinct themes that further drive 
the design ideation. How the activi-
ties and explorations informed the 
themes is visualized and annotated 
in detail on the following spreads.
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Introspection can be practiced at any time, both as in-depth 
sessions or in brief moments [124]. This theme explores 
how AI could trigger short, contextualized moments of self-
awareness for one to introspectively reflect on.

A key part of introspective practice is considering if the vision 
of one’s ideal future self has changed [119,135]. As one’s 
Introspective AI develops, it may recognize deficiencies 
in its model, prompting the collection of more data on its 
behalf to bring it back into alignment. This feedback loop also 
applies the other way around as one might detect shortfalls 
in the model and then train the AI to better conform to one’s 
perceived sense of self.

Casual Introspection through Short Prompts

Supporting Collaboration and Alignment

Our approach unfolded over one year where the research team engaged in several different 
activities simultaneously: an ongoing review of literature on self-introspection theory, 
methods, and practice; a hands-on exploration of several available AI systems; and numerous 
introspective activities performed by ourselves. We also generated design concepts directly 
in dialogue with insights emerging across our first-hand experiences. Through this complex 
and intertwined process of ongoing reflection, a set of five themes emerged that shaped our 
inquiry into Introspective AI and our final seven design proposals. These themes are not 
mutually exclusive, nor conclusive. Below we briefly annotate a sample of key activities in our 
approach that led to each respective theme.

Design Research Approach

You say you want to go out 
drinking, but you really want to 
have a relaxed evening, and get up 
early for a hike. (93,15%)

+11%

A speculative product that explicitly asks the 
user if its assumptions about them are correct.

Early sketch of User-AI cycles of 
collaboration and alignment. 

To engage in introspective practice, 
we completed dream journals. Prompts 
about the general atmosphere, specific 
feelings, and occurring persons helped 
in manifesting these journals. Short journaling activities to 

generate self-reflective meta-data 
on personal artworks.

We trained a model to classify our facial  
expressions that grew more complex 
over time.

You walked 38% more on the right 
side of this street. What makes you 
stick to this side?

Location Data

Peronality Insight

Today you felt a high urge of 
curiosity and increased levels of 
closeness.

You said you want to stay in your 
flat, but data indicates you are 
miserable at home. Move out 
immediately!
↳ Emotion Flag An early concept where a widget 

prompt shows a tension between the 
user’s actual behavior and ideal self.

This led us to examine our own self-
awareness on the authenticity of our 
gestures and how others perceive them.

IBM Watson Personality Insight 
API [86] and Receptiviti 
Personality Insights [87]showed 
emotional trends in our personal 
journal entries.

Custom introspective prompts 
were written from close friend’s 
journal entries. 

This is an old bridge, as a child 
I liked to jump into the water 
from here. URBAN CLASSIFIER

MEMORIES 42

87

32

OBJECTS

ASSUMPTIONS

Joshuar Barnes

A gig economy service that  
teaches new Introspective AI 
models what it means to be human.

Human reflect

System learns
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Active inward confrontation of one’s self and potential biases 
is an important part of introspection [125]. Rather than acting 
as a ‘neutral’ observer, your Introspective AI can present 
personal data and assumptions in the form of confrontational 
prompts that are to be critically examined and reflected on.

Guided sessions offer structured pathways for introspection, 
with a distinct beginning, middle, and conclusion to the 
experience [139]. Your Introspective AI can be leveraged 
to generate introspective journeys focused on personally 
relevant life experiences, value tensions, and dilemmas.

Confrontation and Critical Reflection

Introspection through Guided Sessions

Introspection through Open-Ended Session

Introspection can unfold in more open-ended ways with  
no stringent narrative or objective goals [41]. As open-ended 
experiences, AI-generated introspective journeys emphasize 
interpretive experiences where new insights may emerge  
out of moments of serendipity and inspiration with a 
particular phenomenon with strong emotional resonance  
(e.g., music [122]).

I wasn't feeling very well.

PREMIUM

Find out who is mentioning your 
name, in what contexts, when and 
how often.

What Might The 
Others Say?!

your name was mentioned 24x
in Jenny’s speech tracking.

Pay to find out what people are 
saying about you behind your back 
to enhance your self-awareness. 

What would a conversation with my 
Google account reveal about me?

next

Which of the following statements is 
close to your "self”?

You take on any challange

You are traditionalYou need stability

You take pleassure in life

next

Is that true?

“Country music is really growing on me!”

never ever ever ¯\_( )_/¯Yes, no doubt

fix your typos when writing to someone 
that you don’t want to impress

You are unlikely to

like country music

hold traditional values

You and your Introspective AI 
model take a personality test. 
Compare your results! 

Your Daily

z

Dream 

z

z

Daily Dream
Currated by REM

Sleepify
revisit the land of dreams

START JOURNEY

Tracks
LucidFace your

N  g   t 
   ar   sm e

i h

Podcast

Sub
conscious 

mind

Dream mining, Music & Audio

Sleepify is an app that analyzes your 
sleep data and creates playlists to 
reflect on your subconscious.

An AI that holds you hostage 
for more introspective data.

An interactive application that we created to 
synthesize artwork from one’s most listened to 
albums with personal artwork, to create a new 
resource for personal reflection. 

Analyzing emotional sentiment in journal entries 
with IBM Watson [86] and plotting the results on an 
interactive canvas using a t-SNE algorithm [75].  

Transforming textual dream journal 
entries into dynamic images, using 
Runway ML [88] to create new 
resources for introspection. We visually mapped how our 

aesthetic tastes evolved over time. 
We created vision boards that helped 
us reflect on the influence of the close 
relationships in our lives, respectively. 

Own Artwork AI Result

Teaching a model with our personal artworks 
and then documenting our reflections on the 
new resources the machine has generated. What does it feel like to encounter AI 

interpretations of our own aesthetic?  
What does it tell us about our practice and 
our sense of self? 

Mapping personal history through music, from childhood on.

How could a visualized report 
of recorded speech mediate 
introspective experiences? 

I don’t understand. 
How can you be “a bit” sad?

Rachael Tyrell AGE 2 YEARS

Why Portishead? 
Peter, are you sad?

Lyrics:

Musical Tone:

Community:

-0.98

-0.58

-0.99

Rachael Tyrell AGE 2 YEARS Rachael, play 
Portishead - Roads.

PETER (HUMAN)

Mhhm, I guess so. 
At least a bit...

PETER (HUMAN)

Lyrics:

Ok! But after that, you have 
to define what you mean by
beeing “a bit” sad. Unless 
you want to listen to Happy 
by Pharell Williams.

Musical Tone:

Community:

+0.99

+0.94

+0.64

Rachael Tyrell AGE 2 YEARS

Rachael, can you just Play
the song? I need this now!

PETER (HUMAN)

RACHAEL plays…

Roads
Portishead
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SEVEN DESIGN
PROPOSALS

Formative  Phase5
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The learnings from the preliminary 
stage of this process were used as 
lenses to drive further speculation 
and generate more distinct design 
concepts. The results are seven 
introspective services that probe 
into different AI tools, forms of 
personal data and distinct intro-
spective contexts. Each service is 
situated in a design fiction sce-
nario conveying a story that aims 
to be relatable and provoking in 
order to provoke new visions, in-
sights, and questions around what 
the introspective AI design space 
might hold. In the spread that im-

mediately follows, I first elaborate 
on the framing and the speculation 
around introspective AI, introduce 
the world and its characters, and 
provide a brief overview of each 
service. Then, in the remainder of 
this chapter seven design propos-
als are presented. Each proposal 
includes details of its motivation, 
why it was selected, what it is and 
does, a brief design fiction sce-
nario, and a critical reflection on 
the broader significance of the pro-
posal in light of the emerging in-
trospective AI design space. In fol-
lowing that a key contribution of 
this thesis research is the design 
proposals themselves, they are pre-
sented in an visually detailed and 
integrated fashion that is coupled 
with textual annotations. 

INTRO
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Data Extraction: Alison’s Everyday Life1

New Data, Teaching & Learning
Throughout the suite of services, Alison creates new 
data that manifests insights about her introspective 
journey. Her interactions with and across the suite of 
services become more refined over time.

3

Design Proposals: A Suite of IAI ProductsAcross our process, we wanted to move away from 
portraying AI as a single ‘all-knowing’ agent that is 
always right or that takes on a human-like form. In 
parallel to recent work in the design research com-
munity [12,145], we do not view AI as possessing 
the same form of reasoning that people have and 
the uncertainty that comes with this difference can 
be seen as an opportunity for design practice to 
generatively engage. We envisioned Introspective 
AI as a context-aware agent that mediates inter-
actions between Alison and her personal data by 
making inferences about her life through situated 
introspective prompts. We also wanted to antici-
pate and embrace ‘mistakes’ that an Introspective 
AI will make and explore different ways that these 
imperfections in Alison’s model could be handled 
in constructive ways through design. 

We also aimed to speculate on future forms of 
personal data mining where deeper layers of data 
extraction exist and “the process of quantification 
is reaching into the human affective, cognitive and 
physical worlds” [25]. If the future of data mining 
generates datasets that encompass the human 
psyche, conscious, and unconscious desires, 
private and public accounts and idiosyncratic 
traces of Alison’s behavior and activities, then how 
might these collective resources be leveraged 
for her benefit by her Introspective AI? Through 
several rounds of developing, refining, and 
reflecting on design concepts in the Introspective 
AI design we eventually arrived at seven distinct 
design proposals of Introspective AI products. 
On the pages that follow, we detail each design 
proposal, and its broader significance.

Framing & Speculation of Introspective AI

2 Design Proposals of Introspective AI Products
We frame Introspective AI as a mediator and translator 
of vast, rich personal data records. Influenced by the five 
thematic qualit ies detailed on the prior two pages, the 
following seven proposals are intentionally designed to 
support specific introspective activities. Each proposal is 
composed as a specialized Introspective AI product and a 
narrative scenario illustrating Alison's interactions with it .

Music Reflection
Augments Spotify’s data with personal data, 
to generate novel introspective prompts, 
which feeds back in an affective layer. 

CORRELATION

2 similar moments,
2 years appart.

Short Prompts

Everyday Personality
Highly contextual introspective  
prompts delivered opportunely.
Short Prompts Confronting

Vision Shrine
A ludic representation of one's ideal self, 
mediating rich introspective interactions.

Collaboration & AlignmentConfronting

Hello, Cyber-Self
A confrontational manifestation of inferences
that the IAI model has gathered which can be 
corrected to bring it closer to alignment.

READY

Hello, 
Cyber-Self

META — AWARE

Confronting Guided Session

Dream Streams
A bridge from inherently introspective 
dream-data to experiential services for 
conscious interaction.

Open-Ended ExperiencesGuided Session

Deeptalk Report
A meta-analysis of conversational data to 
generate well-curated, guided, and unique 
introspective representations.

ConfrontingGuided Session

Mind Probes
Prompts subjective data-collection 
activities that generate synthesized 
introspective experiences.

Open-Ended ExperiencesCollaboration & Alignment
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CORRELATION

You listened to this Record 
at the exact same time 4:30 AM,

two years ago 

in your home in Tel Aviv.

META — AWARE

CORRELATION

You also listened to 

this Song at 4:30AM, 

2 years ago in your 

home in Tel Aviv.

META — AWARE

Reflection
This proposal is bound up in speculation on the possibilit ies of commercial predictive 
AI services when augmented with affective data points. It builds on the space creat-
ed by Spotify’s own research into the relationship between music listening practices 
and personality [6] to explore how integrating a personal AI model with an existing 
data-driven commercial service could result in more personalised prompts and music 
listening experiences—but also the new vulnerabilit ies that might arise.

1 Everyday Personality is aware that Alison has just met up with her 
childhood friend, Julian, for the first t ime in four months. As self-mon-
itoring can be effective if practiced while the social interaction is 
still vivid [125], the Introspective AI service prompts Alison to reflect 
while she is waiting for the bus home.

How was is catching up with 

Julian today?

The bus isn’t due for another 

14 min.

Let’s take a moment to write 

down what you expected from the 

meeting.

I thought we catch up and he 
would ask more questions 
about my life at the moment.
I was really anticipating 
meeting him, and actually just 
having a fun afternoon. It’s 
been so long.

Ok, and what happened in reality?

I just felt our conversations got 
stuck. Neither of us were 
really present! We were just 
gossiping about things that 
don’t matter, and went full 
circle. We used to have such 
bond and I am scared that it 
might be slipping away. I could 
have really used the support 
today.

T

Everyday Personality presents a chatbot interface that delivers  
short introspective prompts. This Introspective AI service uses its deep 
understanding of your behavioral data to intervene in everyday life with 
tailored short introspective prompts delivered at opportune moments.

Music is deeply connected to emotions, memories, creativity and personal associa-
tions across different stages of life [14]; and, as such, music listening as a practice 
can offer a key catalyst for supporting experiences self-reflection [29,57] and intro-
spection [122]. The data generated from digital music listening is rich with possibili-
t ies to generate new insights about individuals, such as their personality (e.g. [6]), 
especially when aggregated with other streams of personal data. How could such 
extensive personal data records offer a resource for supporting situated experienc-
es of introspection over time? This space is explored through Music Reflection, a 
Spotify integration that generates short introspective prompts.

Everyday Personality Music Reflection

2 Everyday Personality has detected that Ali-
son’s evening plans are incongruent with its 
understanding of her ideal self. It chooses to 
intervene while she is booking an Uber.

Cast your mind back to your life in 

Tel Aviv. You’ve been here for 6 

weeks. It’s late spring and the 

poinciana trees are in full bloom.

PROMPT

→ What did you value? 

→ Who were you afraid of? 

→ Who did you miss?

Pay attention to how much has 

changed.

This song moves me...two years ago I was 
not in the best mindspace. I was alone,  
I couldn’t find a job and everything felt... 
off. Now I’m in a new place...on the other 
side of the world. Hearing Dagger is a 
strange comfort!

1 It's 4:30am. Alison is writing 
her thesis. Dagger by Slowdive 
plays in the background.

Extract.Sentiment;
Update.Recommendations;

Reflection
This provocation explores the extent that people may value aggregations 
of personal data that present unique inferences about their lives and then 
the roles that these materials might play as resources for self-awareness 
and monitoring. In this way, Everyday Personality probes on the social ac-
ceptability of an application that nudges the user toward reflecting on—or 
critically confronting—their behavior if such trends indicate that they are 
straying from the shared vision of their ‘ideal’ self.

11
3

11
2

S
e

v
e

n
 D

e
s

ig
n

 P
r

o
p

o
s

a
ls



2020

Laptop fans at 3:40 AM

COLORSCAPE

Capture the colors of your 
parents' divorce. 

1

Parents-divorce: 95.6%;

Sounds-of-dispute: +24.1%

Taste-of-tears: +4.2%

1

3

Mind Probes prompts Alison to capture sounds that feel melancholic. 
Over time, these sounds accumulate into a soundscape that 
represent her current understanding of melancholy.

As Alison continues to collect phenomena for 
her different thematic prompts, the Introspective 
AI is constantly analyzing the disparate data. It 
makes a complex inference: Alison’s relationship 
to her parents’ divorce has changed. To test this 
hypothesis and generate a unique introspection 
experience, Mind Probes sets Alison a new task.

Compassion
2017

COLORSCAPE

Doubt
2017

OBJECTS

2 Alison explores the thematic ‘-scapes’ created from the 
unique sensor modalities… scents that capture bliss, 
colors that represent compassion, objects that embody 
doubt. She presses play, listens, and reflects on how her 
experience of melancholy has shifted across time.

As a person encounters new experiences across different stages of life, 
elements of their identity may stabilize while others could transform 
[9,11]. An essential part of introspection is looking inward to assess one’s 
emotions and desires in light of personal growth and perceived sense 
of self [119,135]. If AI applications begin to extend a person’s practice of 
introspection, how should this ongoing dialog be designed? In what ways 
could a longer-term collaborative relationship between a person and their 
Introspective AI be nurtured?

Mind Probes is a smartphone app that works in tandem with external 
hardware sensors: sound, color, smell, haptic and vision. It prompts 
the user to collect sensory stimuli from the material world that reflect 
social and emotional associations—connecting inward associations 
with encountered phenomena. Mind Probes encourages introspection 
through long-term activities akin to a scavenger hunt that that supports  
collaboration and alignment through open-ended experiences.

Mind Probes

Reflection
The subtle, often unpredictable qualit ies of personal growth could make it 
challenging for the AI to notice and adapt to. This design proposal probes how a 
personal AI model could be trained intentionally with rich and subjective forms 
of personal data, and the implications that this has for mediating introspective 
experiences over time. How can this agency change the relationship between a 
user and their model?

TEXTURE

Anger
2018

SOUNDSCAPE

Melancholy
2020

SOUNDSCAPE

Melancholy
2021

SOUNDSCAPE

Capture the sound of 
melancholy 

Old-toys: +67.3%

Neighbors arguingNeighbors arguing Crows at dawn
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Artistic-side: +43,2%;

A-book-a-week: -78%;

1 Vision Shrine illustrates Alison’s goals 
with data collages.

3

4

This data is analyzed and a Max Ernst painting 
appears on the canvas. The size of each image 
is relative to how important the aspiration is in 
achieving her ideal self. All visions on the canvas 
are causally connected—as the painting grows, her 
career at Google shrinks to make room for it. Alison can haptically interact with the Vision 

Shrine, pinching and zooming to create a 
more balanced vision of her ideal future self.

         “What are you excited to learn?”

2 As Alison is getting ready for bed, the 
Vision Shrine asks her a question.

“I would really like to get more into painting on 
canvas. I mean, I have all the materials, but I haven’t 
found the time....I am so inspired by Max Ernst and 
the magnificent and vibrant worlds that he creates... 
I would love to get better with that, and dig deeper 
into my artistic side”

Photography-work: +17%;

5 As Alison binge-watches tennis videos on YouTube 
and researches tennis racquets, the Vision Shrine 
introduces a passion for tennis to the screen and 
decreases the prioritization of her desire to read books. 
This passive interaction provokes Alison to contemplate 
tensions bound to her self-concept and question the 
consequences of her competing visions.

Tennis-videos: 12hrs;

Load.New-obsession

Google-job: -42%;

A common future-looking introspective practice asks people to visualize 
connections between their perceived actual self and their envisioned ide-
al self [123]. Introspective AI could offer promising resources to support 
crafting such visions and in prompting one to engage with assumptions 
about their ideal self in a playful way. 

The ludic Vision Shrine device visually manifests a user’s goals, 
dreams, and desires as data collages—an ideal self-canvas that updates 
in real-time as it consumes their personal data. Drawing on confrontation 
and alignment, the Vision Shrine changes the scale of goals depending 
on how they are being prioritized in everyday life, as an ongoing dialogue 
between a user’s lived reality and their ideal self.

Vision Shrine

Reflection
Vision Shrine adopts a playful, ludic [48] framing to catalyze intimate 
confrontations through changing a user’s perceived priorities based on their 
behavior, raising questions around the ranking of personal desires in the context 
of one’s perceived ideal self. Could a system like this lead to inauthentic visions 
of one’s preferred future? What space is there for semi-autonomous applications 
that critically challenge individuals’ current desires in relation to their various 
future goals?
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48 hours 
watching  Surrealist Art 

documentaries 
July

“I am so slow with 
my painting”
October 13th, 2018

“Art is just not my 
biggest skill”
January 10th, 2020

“I love my art, but 
its kinda quirky”

November 11th, 2019

Sentiment talking 
about:

Excitement

Confidence

76%

25%

Painting Artschool

“I dont even have 
much to show”

January 8th, 2020

Needs

Challenges

Stability

Excitement

82%

57%

75%

NEXT

2/12

“I get so passionate about things, that 
I can’t hide it from anyone...but I never 
follow through because I’m scared of 

failure."

1 Alison is taken aback by Hello, Cyberself ’s complex 
confrontational statement. Is she scared of failure? 
What role does social interaction have on her creative 
process? She records her response. 

2 Curious about where this statement came from, 
Alison unveils the inner workings of the model 
and explores the data points and inferences that 
generated the statement. 

Generate.Next-assumption Generate.Next-assumption

“I constantly consume content 
so that I don’t have to be 
alone with my thoughts."

I really like being with other peo-
ple...being incredibly open...but I’d be  
happier if I said “OK, BYE!” more often.

As AI becomes more sophisticated in understanding and predicting one’s 
emotions, its decision-making processes remain largely hidden to the end-
user [25]. This proposal speculates on how one could be offered a playfully 
confrontational, partially guided way of engaging predictions generated 
by their Introspective AI. It probes on how questioning assumptions and  
re-aligning their model could become entangled with introspective 
practice itself. 

Hello, Cyberself offers a conversational window into the assumptions 
(and biases) that a personal Introspective AI has developed over time. 
It leverages real-time voice cloning technology [23,64] to speak to you 
in your own voice. It expresses introspective prompts to you as you—
embodying your personality traits and beliefs, and then reveals the data 
‘under the hood’ that generated these inferences.

Hello, Cyberself

“...Most of the time, when I get really excited about 
projects, it is while talking to friends. But once I’m home 
alone I lose that spark…I can’t find the inspiration. So 
yes...Maybe I am scared of failure, but I think really that 
I need to be with other people, to feel their energy...”

Generate.Assumption

Reflection
Hello, Cyberself enables users to confront factors that shape how their model 
formulates assumptions that fuel its behavior. This probes at how we can de-
sign introspective interactions that support and challenge the idea of authentic-
ity in relation to how a person perceives their identity and sense of self. What 
tensions are created by encountering a digitally-mediated imprint of one's self—
does it draw away from the richness of life experiences that are not so readily  
captured and portrayed by interactive technology or does it create unique  
introspective interactions?

3 Alison can tangibly change values and to add or 
remove connections between data points—fine-
tuning the model’s predictions about her behavioral 
patterns and creating a tighter alignment between 
herself and her model.
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Dream Patterns

You have visited Gringotts 
in 7 of your dreams.

Explore these journal entries and 

consider how Harry Potter has 

shaped your moral compass.

PROMPT

You mentioned the name Paul in 

Goblin Office Hours 

He sorted through parts of the 

weapons and had a second 

room where other co-workers 

worked in Gringotts. His office 

was a quite small and oldschool 

like room and he seemed to be  

very relaxed. 

A Strange Journey

My perspective morphed once 
again to a very fast flying mode 
and, this was leading into a big 
rollercoaster, a bit like 
Gringotts at Harry Potter. I flew 
this rollercoaster in first 
perspective and landed in a 
bureau of… museums worker. 

2

Dream
Afterglow

The songs that take you back 
into your dreamy mind.

Dream Afterglow

5

4

As Alison is commuting to work, she wants to 
return to her subconscious world—she listens to 
the Spotify playlist that Dream Streams produced 
from its interpretation of her dreams. This playlist 
aims to capture the emotional texture of the 
dream while exploring new songs in its afterglow.

Dream Streams also prompts Alison with a guided 
introspective activity. The connected Dream 
Patterns app quantifies trends in Alison’s dreams 
and prompts her to dissect recurring patterns, 
such as locations, characters, or specific fears.

1 Alison is sleeping; Dream Streams is not. It is 
busy assimilating audio recordings of her—
slight utterances and sleep talking—with sleep 
monitoring data from her smartwatch, smart 
speaker, and smart mattress pad.

Extract.Sleep-data

Analyze.Sleep-journal

Reflection
Dream Streams explores granting an Introspective AI access to one’s 
subconscious activities and sleeping behavior. What might be revealed through 
looking inward our self at sleep? Could unknown or forgotten personality traits 
and orientations be surfaced? How authentic would an AI’s interpretation of one’s 
dreams be viewed? And could such perceptions change over time as we begin to 
understand our dreams from different perspectives as does the AI?

As Alison is waking up and fragments of her 
dreams are still vivid, she is prompted to audio 
journal.

I had the strangest dreams! I was in a  
landscape that reminded me of Tel Aviv…with 
sandy beaches and monolith-like structures 
and yet suddenly this was a huge room with 
pillars of green marble…it reminded me of 
Gringotts. I felt uncomfortable under the weight 
of the ceiling. My parents walked in from their 
bedroom...eyes wide with fear, the rollercoaster 
was still speeding by.

Dreams offer a way for your subconscious mind to communicate with your 
conscious self. Dreaming offers an important window into phenomena that 
shape our innermost desires, fears, and goals [28,111]. As such, dreams 
can offer important resources for introspection [70,138]. This proposal 
speculates on how sleep and active recall of dream experiences could 
be mobilized by an Introspective AI to generate new open-ended and  
guided introspective resources.

Dream Streams combines a dreamcatcher-like device paired with 
mobile applications to offer windows into one’s subconscious and open 
new pathways to self-awareness.

Dream Streams

3 Afterward, Alison looks into the center of the 
device and is brought back to green marble 
columns and sandy beaches. She experiences 
an open-ended impressionistic visual stream 
of generated media, representative of last 
night’s dream.
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Here are 3
Introspective avenues

Connect

Call your Dad
and ask him about his 

support network when he 
was your age.

Visualise

Listen to a playlist 
generated from the 

theme of this 
conversation.

Music Reflection
Draw the pillars of your 

life and visualize the 
people that have 
influenced you.

PILLARS
Dad 

3

A conversation with 
Helene, about Pillars of 

Life 

“I want to be more 
resilient, you know what I 

mean? I want to feel more 
on top of things!”

�

“I feel like everything 
around me is breaking 

down…my life is a house of 
cards.”

�

ME

It’s not all on you Alison! 
There are some strong 

pillars in your life!

�

HELENE

Grumpy at Work

1

2

Alison is at the beach with 
Helene. She unloads—she is 
overwhelmed by the pressure 
of work and the precarity of 
her life. Always listening, the 
Deep Talk Report application 
classifies and analyzes the 
conversation.

Friday afternoon, as a part of her 
introspective practice, Alison 
opens the Deep Talk Report 
application to re-experience her 
recent conversations.

1

My Mental Health

Paul

Now Recording…
Deep conversation detected.

 
 Reflection

Several issues are bound up in this design proposal. Would users willingly 
cede autonomy to their Introspective AI, trusting it to extract and guide 
dialogue in the right way? Could the system curate content in ways that 
may be biased? Would this persistent, growing, and increasingly entangled 
archive of deep exchange records shape or change the initial ritual of 
simply deep talking with loved ones?

A natural trigger for introspection is socially engaging in deep 
conversations with trusted companions. Through deep talk conversations, 
contrasting perspectives on one’s behaviors may emerge [37]. Yet, these 
unique self-awareness insights can be fleeting, fading away soon after 
the conversation. This proposal explores how an Introspective AI might 
recognize, capture, and re-manifest these moments at an optimum time in 
one’s future. 

Deep Talk Report is an application that audits verbal and written 
conversations to find and classify deep exchanges. These analyzed 
accounts are curated guided introspective sessions and are also woven 
together to generate broader thematic reports, which confronts users with 
emerging patterns over time. Themes are further explored through the 
contextualized introspective activit ies that are proposed in each report.

Deep Talk Report

3 Alison decides to continue unpacking 
the pillars of her life and calls her father.

4 Alison explores the thematic report about her partner, 
Paul. She is confronted by the different ways that she 
talks about her relationship to different people and 
the different perspectives they hold: her parents, her 
sister, Helene, and even him.
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their ideal future self will need to be handled careful-
ly.  There is a need for future research to investigate 
where boundaries of social acceptability lie when an 
Introspective AI mediates and even perhaps disrupts a 
person’s behavioural trends and desires for their own 
‘good.’ 

These two design proposals also point to potential benefits in, 
at least initially, manifesting a person’s introspective AI through 
familiar applications and commercial products (e.g., messaging 
applications and music streaming services). A key issue in suc-
cessfully fostering the adoption of radically new technology is 
balancing novelty and typicality, where initially a technology may 
seem familiar and then for more sophisticated, unique uses to 
emerge [56,79]. This tactic could provide an already familiar con-
text for a person to begin a relationship with their Introspective 
AI that can scale into more complex applications over time. This 
suggests a need for future research to investigate when, how, 
and in what form subsequent Introspective AI applications would 
arrive and the ways in which consensus on these decisions might 
be reached, perhaps even through deliberation among the person 
and their AI counterpart. 

Embracing Divergent Strategies

It is inevitable that there will be inaccuracies in the introspective 
AI model of a person as they accumulate life experiences over 
time. My research makes clear there is an opportunity for de-
signers and researchers to explore how cycles of collaboration 
and alignment can be productively facilitated among person and 
their AI. In parallel with recent work calling for the HCI community 
to embrace the quality of uncertainty in human-AI relations as a 
design material (e.g., [12]). 

	. Mind Probes materializes the shared labour bound 
up in long-term human-introspective AI relations by 
asking the end-user to collect personal data that is 
required to improve the model. This approach demon-
strates how designers can mobilize the technique of 
extending introspective practises to subtly prompt 
collaboration and alignment in ways that are intro-
spective and reciprocal.

DISCUSSION

Designing interactive systems to support experiences of self-in-
trospection raises new possibilities and challenges for the HCI 
and design communities. However, current digital products are 
limited in their near-exclusive focus facilitating the process of in-
trospective journaling, where AI is applied to organize and analyze 
entries and by drawing only on data that end users explicitly pro-
vide them. This investigation explores how AI might operate in this 
context as a context-aware mediator between users and aggrega-
tions of their data. Our pictorial This thesis research contributes 
five generative themes and seven design proposals that motivate 
and expand the Introspective AI design space. The contribution 
of this work is primarily visual, leveraging methods of speculative 
design and design fiction to manifest possible future interventions 
in ways that are approachable for an audience to respond to. Next, 
I reflectively consider each design proposal to continue discuss-
ing opportunities and issues that are imbued within these possible 
futures.

Understanding Starting Points & Dilemmas

Initiating introspective activities in ways that are intelligible and 
personal is essential to developing a relationship with an intro-
spective AI. 

	. Everyday Personality and Music Reflection illus-
trate how brief, contextually relevant yet open-ended 
prompts might lead to experiences of introspection. 
The combination of short prompts and occasional 
confrontations presents a practical technique that 
could be mobilized by designers to keep people self-
aware of their future goals while building the capacity 
to choose new paths for their future selves. Yet, in-
ferring when the ‘optimal’ time is to surface positive 
patterns or negative discrepancies recognized by the 
AI that might confirm or question a person’s path to 

CORRELATION

2 similar moments,
2 years appart.
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Leveraging Introspective Data from Diverse Contexts

Dream Streams and Deep Talk Report explore opportunities for 
incorporating personal data from different levels of perceptual 
awareness. 

	. Dream Streams presents new, largely unexplored, 
opportunities for mobilizing partially known, buried, 
or unknown subconscious behaviour and associations 
to extend their self-awareness through new kinds of 
introspective resources.	

	. Alternatively, Deep Talk Report preserves and en-
hances records of deep social exchanges with the-
matic overlaps across different contexts and people 
as interactive resources. This approach suggests an 
opportunity for designers to generate more socially 
or interpersonally-oriented introspective AI applica-
tions that engage directly with the social relations 
that shape a person’s current and ideal self. Yet, there 
is a need for future research to explore the extent to 
which divorcing these exchanges from their original 
context and reducing them to interconnected bits 
might alter their perceived value and lead to added 
social expectations. 

Collectively, these proposals suggest opportunities for future re-
search and practice to develop the introspective AI design space 
through exploring social attitudes toward leveraging personal 
data collected from the subconscious, to the casual, to the deep 
and intentional. 

	. Vision Shrine extends an established introspective 
technique through materializing tensions between 
desires of the current self and visions of the ideal self. 
This approach demonstrates that prior HCI research 
[47,48,121] that applies ludic design to prompt situated 
experiences of interpretation and sustain interactions 
can be practically leveraged in the introspective AI 
design space. Additionally, there is an opportunity for 
future HCI research to investigate the effectiveness 
of ludic interaction design [49] in mitigating poten-
tial tensions that could emerge if an introspective AI 
mode more actively resisted or protested a person’s 
desires to depart their envisioned ideal future self.  

	. Hello, Cyberself proposes a design strategy that 
enables a person to directly manipulate their Intro-
spective AI. This technique could be used by designers 
when a user and their IAI model drifts too far out of 
alignment, and a hands-on approach is needed to 
resume the course (opposed to the more passive tech-
niques proposed in Mind Probes and Vision Shrine). 
This also suggests a need for future research to inves-
tigate the extent to which such interactions would 
be perceived by people to nurture their AI or if such 
actions would compromise their model’s authenticity 
and trustworthiness. 

Collectively, these three proposals demonstrate different design 
techniques, tactics, and strategies that designers can draw on 
to address uncertainties and imperfections that will emerge in 
human-introspective AI relations. They also make clear that suc-
cessfully fostering longer-term adoption will require designing 
in support of shifting levels of autonomy, trust, and vulnerability 
among people and their introspective AI. 

NEXT

I find comfort in familiarity, so I listen 
to the same songs again and again.



1/12

 Japanese 
Funk Music

makes you drink more tea, 
and you are more relaxed.

2019 - 2020

114 hrs of Never 
Gonna Give You Up by Rick 

Astley



READY

Hello, 
Cyber-Self

Hello, 
Cyber-Self

META — AWARE

NEXT

2/12

“I get so passionate about things, that 
I can’t hide it from anyone...but I never 
follow through because I’m scared of 

failure."



NEXT



“I really like being with other 
people...being incredibly open...but I’d 

be happier if I said “OK, BYE!” more 
often. "

3/12

NEXT

5/12



“I constantly consume content so that 
I don’t have to be alone with my 

thoughts."

NEXT

4/12

“I jump into things without a plan. I 
think I make the most of it, but...I live in 

fear that maybe I’m not. "



“…Israel was kid of a 
bummer…”

“I really need to be challanged in life, 
I feel like thats more important then 
stability and knowing what tomorrow 

holds.”

48 hours on 
documentaries about 

surealistic Art 
July

32 Days visible
July

January 8th, 2020

Sentiment talking 

about:

Excitement

Confidence

76%

25%

Paintings Artschool

Needs

Challange

Stability

Excitement

82%

57%

70%





“…I’am so slow with my 
painting…”

“…Art is just not my 
biggest skill”

“…I love my art, but its 
kinda quirky…”

Babel by Mumford & Sons was 
played 86 times between 11pm 

and 2am. Mostly alone and 
stressed out.

“…I dont even have 
much to show…”

January 8th, 2020
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In summary, my thesis research offers contributions that extend 
growing calls in the HCI community to: (i) enable people to gain 
alternative perspectives on their life through personal data (e.g., 
[39,40,77,94,110,118,132]), (ii) critically explore AI as a design 
material (e.g., [12,58,80,82,88,89]), (iii) and inquire into potential 
technological futures and unpack their promise and peril (e.g., 
[7,27,31,108,127]). This research aims to inspire, frame, and expand 
future research inquiring into the questions of:

	. What roles personal data could play in helping us in-
trospectively consider who we are and desire to be?  

	. How might AI play collaborative roles in this endeav-
our over time?  

	. What kinds of new opportunities and consequences 
exist in the introspective AI design space, and how 
should we reconcile them?

As the next steps for this project are currently ongoing, I will 
provide a brief overview of recent developments sparked by this 
thesis works. To make the seven speculative more accessible, 
I created video scenarios that animate and narrate each design 
proposal in detail. The videos made it easier to communicate the 
scenarios to end-users, as we are currently conducting a study 
that probes on their social attitudes regarding AI-mediated in-
trospection. The study draws on approaches from speculative 
enactment [38] and user enactments [96] and asks participants to 
co-speculate and voice their personal stories, ideas and concerns 
prompted by the videos. This study aims to formulize and report 
on the wide variety of responses in the form of a journal article. 
I hope this study helps further formulate the emerging design 
space of Introspective AI and offers new lenses to design and 
imagine preferred services and products.

CONCLUSION  
& FUTURE WORK
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